Techniques are described herein for enabling more computationally efficient organization of files within a cloud storage system. A method includes: receiving information identifying a document and a set of folders; for each folder in the set of folders, using a trained model to predict a similarity measure between the folder and the document; for each folder in the set of folders, determining a score for the folder based on the predicted similarity measure for the folder; selecting a candidate folder from the set of folders using the scores of the folders within the set of folders; and providing, on a user interface, a selectable option to associate the document with the candidate folder.
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AUTOMATIC FILE ORGANIZATION WITHIN A CLOUD STORAGE SYSTEM

BACKGROUND

[0001] A cloud storage system may allow a user to store a large number of files in a network-accessible location. The files stored on the cloud storage system may include word processing documents, presentation (slide) documents, spreadsheet documents, and/or other type(s) of documents. The cloud storage system may also provide for organization of files, e.g., within a folder structure. A user may be able to create multiple folders on the cloud storage system and save or move various files into the folders. A user may name a folder based on, for example, content of files that the user may save or move into the folder. The folder structure may enable a user to more quickly locate and access a desired file.

[0002] When a file is created and/or stored in the cloud storage system, if a user does not specify a particular folder, the file may be created/stored in a root folder (e.g., at a top level folder or outside of any folder visible to the user). Over time, as more files are created and/or stored in the cloud storage system, it may become cumbersome and computationally inefficient to locate and access a desired file in the root folder. For example, locating and accessing a desired file in the root folder can require utilization of a client device to browse and/or search among a large quantity of files within the root folder. This can utilize significant resources of the client device, such as power (e.g., battery) resources in powering a display of the client device during the browsing and/or searching. Further, this can utilize significant server-side resources in processing a search query and/or in streaming content to the client device during browsing. Further, it may be difficult to quickly identify a set of related files stored in the root folder of a cloud storage system. Accordingly, utilization of client device and/or server resources can be compounded when browsing and/or searching to identify multiple related files. Yet further, organizing the files into folders manually may be a time consuming process and can utilize significant client device and/or server resources. For example, significant power resources of the client device can be utilized as a user interacts with graphical user interface(s) in manually creating folders, manually locating files to move into such folders, and manually moving (e.g., via drag and drop) the located files into such folders.

SUMMARY

[0003] Implementations described herein relate to various techniques to enable more computationally efficient organization of files within a cloud storage system. In various implementations, given a particular file, suggestion(s) are provided (e.g., visually rendered) for folder(s) into which the particular file may be moved. Such suggestion(s) can be quickly reviewed by a user, a given suggestion selected (e.g., via a single-click), and the file automatically added to the folder in response to the selection. In these and other manners, folders can be quickly populated with appropriate files while mitigating utilization of client and/or server resources in doing so. These suggestions for folder(s) into which a particular file may be moved and for file(s) which may be moved into a particular folder may be based on a predicted similarity between a file and a folder.

[0004] In some implementations, “adding” or “moving” a file into a folder may be accomplished by modifying metadata of the file (e.g., adding a particular flag, or adding/modifying a series of bits that indicate a “location” of the file or a “label” for the file). In other implementations, “adding” or “moving” a file into a folder may be accomplished by modifying an index, table, directory, database, data structure, etc. that indicates folder(s), location(s), label(s), etc. associated with files. These implementations may mitigate utilization of client and/or server resources by allowing for quick access to related files in a folder while avoiding utilization of client and/or server resources to physically move files to different storage locations.

[0005] Additionally or alternatively, in some implementations, “adding” or “moving” a file into a folder may include physically moving the file to a different storage location, e.g., to a storage location that is on the same server(s) or geographically proximate server(s) as other files in the folder. These implementations may reduce latency when accessing the files within a particular folder by minimizing accessing of different servers in disparate geographic locations.

[0006] In some implementations, suggestion(s) for folder(s) into which a particular file may be moved and for file(s) which may be moved into a particular folder may be determined using scores that are based on predicted similarity measures between files and folders. In some implementations, the scores may be further based on folder weights. For example, folders that have been more recently accessed by a user may be weighted more heavily as compared to folders that have not been accessed as recently. In another example, a number of files in a folder may be used in determining a folder weight (e.g., folders that have fewer files than a first threshold number of files and/or folders that have a larger number of files than a second threshold number of files may be weighted less heavily than other folders).

[0007] The predicted similarity measure may be determined using one or more trained models that process one or more folder features of a folder along with one or more file features of a file. In some implementations, when a user accepts a suggestion to automatically add a file to a folder, the acceptance may be used as feedback (e.g., a training label) to retrain the trained model. In some implementations, when a user does not accept a suggestion to automatically add a file to a folder, the non-acceptance may be used as feedback (e.g., a training label) to retrain the trained model. These implementations may mitigate utilization of client and/or server resources by minimizing the presentation of options that are unlikely to be selected by users and by providing more relevant options to users subsequent to retraining of the model(s).

[0008] In some implementations, users’ folder data in a cloud storage system may be used to train the model(s). The folder data may contain information about users’ documents and which folders the documents are stored in. From
this data, document-folder pairs may be extracted to train a folder encoder model. Documents may be used to train a document encoder model. In some implementations, the training data may be filtered such that only productivity-type documents (e.g., word processing documents, presentation (slide) documents, spreadsheet documents, etc.) are used.

**[0009]** In some implementations, semantic matching may be used to predict similarity sim(d, f) between a document d and a folder f. In some implementations, sim(d, f) may be used to rank a set of candidate folders for a given document, and may be used to rank a set of candidate documents for a given folder. In some implementations, a Siamese network model architecture may be used for sim(d, f). In this Siamese network architecture, a left network (e.g., the trained document encoder model) may encode the document to a vector representation (d), and a right network (e.g., the trained folder encoder model) may encode the folder to another vector representation (f) of the same dimensionality. Then, sim(d, f) may be computed as the cosine similarity between (d) and (f). The cosine similarity may be scaled as logits.

**[0010]** In some implementations, one or more folders into which a particular file may be moved and/or one or more files which may be moved into a particular folder may be suggested based on scores for the one or more folders or scores for the one or more files satisfying a threshold. In some implementations, suggestion(s) for folder(s) into which a particular file may be moved and for file(s) which may be moved into a particular folder may not be provided in response to scores for the folder(s) or scores for the file(s) not satisfying a threshold.

**[0011]** By selectively providing suggestion(s) for folder(s) into which a particular file may be moved and for file(s) which may be moved into a particular folder (e.g., based on one or more similarity measures or scores for a folder or one or more similarity measures or scores for a file satisfying one or more thresholds), implementations may avoid utilization of computing resources to present options that are less likely to be relevant to a user. In particular, implementations may prevent wasteful rendering of suggestions on a user interface when the suggestions are unlikely to be selected by a user. Additionally, implementations may provide varying numbers of suggestions based on a number of folders or files having scores that satisfy a threshold, further avoiding utilization of computing resources in presenting options that are less likely to be relevant to a user.

**[0012]** In some implementations, a first (e.g., lower) threshold may be used along with a second (e.g., higher) threshold. In response to a score satisfying both the first threshold and the second threshold, an option to associate a file with a folder may be automatically displayed. However, if the score satisfies the first threshold but not the second threshold, the option to associate the file with the folder may be displayed only after receiving a user input that is a request to display the option. This implementation may utilize fewer computing resources by only automatically presenting options that are more likely to be selected by a user.

**[0013]** In various implementations, a method implemented by one or more processors may include: receiving information identifying a document and a set of folders; for each folder in the set of folders, using a trained model to predict a similarity measure between the folder and the document, wherein using the trained model to predict the similarity measure for each folder includes: processing, using the trained model, one or more folder features of the folder along with one or more document features of the document; and generating the similarity measure for the folder based on the processing; for each folder in the set of folders, determining a score for the folder based on the predicted similarity measure for the folder; selecting a candidate folder from the set of folders using the scores of the folders within the set of folders; and providing, on a user interface, a selectable option to associate the document with the candidate folder.

**[0014]** In some implementations, the method may further include receiving an indication of acceptance of the selectable option to associate the document with the candidate folder, and in response to receiving the indication of acceptance of the selectable option to associate the document with the candidate folder, automatically associating the document with the candidate folder. In some implementations, automatically associating the document with the candidate folder includes moving the document into the candidate folder. In some implementations, automatically associating the document with the candidate folder includes applying a label to the document based on the candidate folder.

**[0015]** In some implementations, the method may further include, in response to receiving the indication of acceptance of the option to associate the document with the candidate folder, using the indication of acceptance of the option to associate the document with the candidate folder as feedback to retrain the trained model.

**[0016]** In some implementations, the document and the set of folders are stored on a cloud storage system. In some implementations, processing, using the trained model, the one or more folder features of the folder along with the one or more document features of the document includes: determining a vector representation (embedding) of the document; and determining a vector representation (embedding) of the folder. Generating the similarity measure for the folder based on the processing may include determining a similarity between the vector representation of the document and the vector representation of the folder.

**[0017]** In some implementations, the vector representation of the document and the vector representation of the folder have the same dimensionality. In some implementations, determining the similarity between the vector representation of the document and the vector representation of the folder includes determining a cosine similarity.

**[0018]** In some implementations, selecting the candidate folder from the set of folders using the scores of the folders within the set of folders includes selecting the candidate folder based on the score for the candidate folder satisfying a threshold. In some implementations, the method further includes selecting at least one additional candidate folder from the set of folders based on, for each of the at least one additional candidate folder, the score for the additional candidate folder satisfying the threshold; and providing, on the user interface, for each of the at least one additional candidate folder, a selectable option to associate the document with the additional candidate folder.

**[0019]** In some implementations, the method further includes determining, based on the scores for the folders within the set of folders, an additional candidate folder, and avoiding providing, on the user interface, a selectable option to associate the document with the additional candidate folder based on the score for the additional candidate folder not satisfying a threshold.
In some implementations, providing, on the user interface, the selectable option to associate the document with the candidate folder includes: in response to the score for the candidate folder satisfying a first threshold and satisfying a second threshold, automatically displaying the selectable option to associate the document with the candidate folder; and in response to the score for the candidate folder satisfying the first threshold but not satisfying the second threshold, only displaying the selectable option to associate the document with the candidate folder subsequent to receiving, via the user interface, a user input that is a request to display the selectable option to associate the document with the candidate folder.

In some implementations, providing, on the user interface, the selectable option to associate the document with the candidate folder includes: providing, on the user interface, an indication that an organization suggestion for the document is available; and in response to receiving, via the user interface, a user input that is associated with the indication that the organization suggestion for the document is available, providing the selectable option to associate the document with the candidate folder, wherein the selectable option indicates a name of the candidate folder.

In some additional or alternative implementations, a computer program product may include one or more computer-readable storage media having program instructions collectively stored on the one or more computer-readable storage media. The program instructions may be executable to: receive information identifying a folder and a set of documents; for each document in the set of documents, use a trained model to predict a similarity measure between the document and the folder, wherein the trained model predicts the similarity measure for each document includes: processing, using the trained model, one or more document features of the document along with one or more folder features of the folder; and generating the similarity measure for the document based on the processing; for each document in the set of documents, determine a score for the document based on the predicted similarity measure for the document; select a candidate document from the set of documents using the scores of the documents within the set of documents; and provide, on a user interface, a selectable option to associate the candidate document with the folder.

In some implementations, the program instructions may be further executable to receive an indication of acceptance of the selectable option to associate the candidate document with the folder; and in response to receiving the indication of acceptance of the selectable option to associate the candidate document with the folder, automatically associate the candidate document with the folder. In some implementations, automatically associating the candidate document with the folder includes moving the candidate document into the folder. In some implementations, automatically associating the candidate document with the folder includes applying a label to the candidate document based on the folder.

In some implementations, the program instructions are further executable to: in response to receiving the indication of acceptance of the option to associate the candidate document with the folder, use the indication of acceptance of the option to associate the candidate document with the folder as feedback to retrain the trained model.

In some additional or alternative implementations, a system may include a processor, a computer-readable memory, one or more computer-readable storage media, and program instructions collectively stored on the one or more computer-readable storage media. The program instructions may be executable to: receive information identifying a document and a set of folders; for each folder in the set of folders, use a trained model to predict a similarity measure between the folder and the document, wherein using the trained model to predict the similarity measure for each folder includes: processing, using the trained model, one or more folder features of the folder along with one or more document features of the document; and generating the similarity measure for the folder based on the processing; for each folder in the set of folders, determine a score for the folder based on the predicted similarity measure for the folder; select a candidate folder from the set of folders using the scores of the folders within the set of folders; and provide, on a user interface, a selectable option to associate the document with the candidate folder.

The above description is provided as an overview of some implementations of the present disclosure. Further description of those implementations, and other implementations, are described in more detail below.

Various implementations can include a non-transitory computer-readable storage medium storing instructions executable by one or more processors (e.g., central processing unit(s) (CPU(s)), graphics processing unit(s) (GPU(s)), digital signal processor(s) (DSP(s)), and/or tensor processing unit(s) (TPU(s))) to perform a method such as one or more of the methods described herein. Other implementations can include a client device that includes processor(s) operable to execute stored instructions to perform a method, such as one or more of the methods described herein. Yet other implementations can include a system of one or more servers that include one or more processors operable to execute stored instructions to perform a method such as one or more of the methods described herein.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 schematically depicts an example environment in which selected aspects of the present disclosure may be implemented, in accordance with various implementations.

FIG. 2 depicts a flowchart illustrating an example method for practicing selected aspects of the present disclosure.

FIG. 3 depicts another flowchart illustrating an example method for practicing selected aspects of the present disclosure.

FIG. 4 depicts another flowchart illustrating an example method for practicing selected aspects of the present disclosure.

FIG. 5 depicts another flowchart illustrating an example method for practicing selected aspects of the present disclosure.

FIG. 6A and FIG. 6B depict example applications of techniques described herein, in accordance with various implementations.

FIG. 7 illustrates an example architecture of a computing device.

DETAILED DESCRIPTION

FIG. 1 schematically depicts an example environment 100 in which selected aspects of the present disclosure
may be implemented, in accordance with various implementations. Any computing devices depicted in FIG. 1 or elsewhere in the figures may include logic such as one or more microprocessors (e.g., central processing units or “CPUs”, graphical processing units or “GPU’s”) that execute computer-readable instructions stored in memory, or other types of logic such as application-specific integrated circuits (“ASIC”), field-programmable gate arrays (“FPGA”), and so forth. Some of the systems depicted in FIG. 1, such as a cloud storage system 110, may be implemented using one or more server computing devices that form what is sometimes referred to as a “cloud infrastructure,” although this is not required.

[0036] In implementations, the environment 100 may include a cloud storage system 110 that implements a cloud storage application that is accessible from various clients, including clients 140-1, ..., 140-n that may be included in the environment 100, through either a thin client interface, such as a web browser (e.g., a web-based cloud storage application), or a program interface. In implementations, the cloud storage application that is implemented by the cloud storage system 110 may be a software as a service (SaaS) cloud storage application. The cloud storage system 110 and the clients 140-1, ..., 140-n may be in communication via a computer network 150, which may be any suitable network including any combination of a local area network (LAN), wide area network (WAN), or the Internet. The cloud storage system 110 may include, among other things, an automatic file organizer 120 that is configured to perform selected aspects of the present disclosure in order to enable more computationally efficient organization of files that are created, stored, accessed, and/or modified using one or more of the clients 140-1, ..., 140-n. Additionally, the cloud storage system 110 may reduce cognitive load via automation of the organization of files (e.g., by automatically providing suggestions, given a particular file, for one or more folders into which the particular file may be moved, and/or by automatically providing suggestions, given a particular folder, for one or more files that may be moved into the particular folder).

[0037] Each of the clients 140-1, ..., 140-n may be, for example, a user computing device that is used by a user to access a cloud storage application via a cloud storage application user interface, such as a SaaS cloud storage application, that is provided by the cloud storage system 110, e.g., through a web browser. In an example, the clients 140-1, ..., 140-n may be user computing devices associated with an individual or an entity or organization such as a business (e.g., financial institute, bank, etc.), non-profit, club, university, government agency, or any other organization that uses a cloud storage application. For example, a business may operate a cloud storage application to create, store, access, and/or modify one or more files to manage financial records, business records, client lists, and so forth.

[0038] In various implementations, the environment 100 may include cloud storage servers 130-1, ..., 130-n. Files that are created, stored, accessed, and/or modified by one or more of the clients 140-1, ..., 140-n using the cloud storage application that is implemented by the cloud storage system 110 may be stored in the cloud storage system 110 and/or in one or more of the cloud storage servers 130-1, ..., 130-n. In some implementations, the cloud storage servers 130-1, ..., 130-n along with the cloud storage system 110 may form a distributed storage system, and the cloud storage system 110 may create a plurality of data slices from a single file, and divide up the slices from the single file to be stored across different cloud storage servers 130-1, ..., 130-n. Upon receipt of a request to access the file, the cloud storage system 110 may retrieve the slices from the cloud storage servers 130-1, ..., 130-n and reassemble the file from the slices. In some implementations, the distributed storage system may provide a degree of redundancy and fault tolerance, such that fewer than all of the slices may be reassembled into the file. Accordingly, the risk of data loss may be minimized, even in a case where one of the cloud storage servers 130-1, ..., 130-n has a failure or is otherwise inaccessible.

[0039] The automatic file organizer 120 may be configured to enable more computationally efficient organization of files, in the cloud storage system 110, that are created, stored, accessed, and/or modified using one or more of the clients 140-1, ..., 140-n. For example, the automatic file organizer 120 may, given a particular file, be configured to provide suggestion(s) for folder(s) into which the particular file may be moved. These suggestion(s) may be provided responsive to the particular file being displayed on and/or selected via a user interface of one of the clients 140-1, ..., 140-n or may be provided responsive to an interaction (e.g., a long tap, or a right click and subsequent selection of a context menu item) with the particular file via a user interface of one of the clients 140-1, ..., 140-n. These suggestion(s) may be visually rendered on a user interface of one of the clients 140-1, ..., 140-n. Such suggestion(s) can be quickly reviewed by a user via the user interface of one of the clients 140-1, ..., 140-n, a given suggestion selected (e.g., via a single-click on the user interface of one of the clients 140-1, ..., 140-n), and the file automatically added to the folder, by the automatic file organizer 120, in response to the selection.

[0040] Additionally, the automatic file organizer 120 may, given a particular folder, be configured to provide suggestions for file(s) which may be moved into the particular folder. These suggestion(s) may be provided responsive to the particular folder being displayed on and/or selected via a user interface of one of the clients 140-1, ..., 140-n or may be provided responsive to an interaction (e.g., a long tap, or a right click and subsequent selection of a context menu item) with the particular folder via a user interface of one of the clients 140-1, ..., 140-n. Such suggestion(s) may be visually rendered on a user interface of one of the clients 140-1, ..., 140-n. Such suggestion(s) can be quickly reviewed by a user via the user interface of one of the clients 140-1, ..., 140-n, a given suggestion selected (e.g., via a single-click on the user interface of one of the clients 140-1, ..., 140-n), and the file automatically added to the folder in response to the selection.

[0041] FIG. 2 is a flowchart illustrating an example method 200 of enabling more computationally efficient organization of files within a cloud storage system, in accordance with implementations disclosed herein. For convenience, the operations of the flowchart are described with reference to a system that performs the operations. This system may include various components of various computer systems, such as one or more components of the cloud storage system 110. Moreover, while operations of method 200 are shown in a particular order, this is not meant to be limiting. One or more operations may be reordered, omitted, or added.
At block 210, the system may receive information identifying a document and a set of folders. In implementations, at block 210, the automatic file organizer 120 of the cloud storage system 110 may receive information identifying a document and a set of folders that are stored in the cloud storage system 110 and/or one or more of the cloud storage servers 130-1, ... 130-n. In an example, responsive to the document being displayed on and/or selected via a user interface of one of the clients 140-1, ... 140-m, or responsive to an interaction (e.g., a long tap, or a right click and subsequent selection of a context menu item) with the document via a user interface of one of the clients 140-1, ... 140-m, the automatic file organizer 120 of the cloud storage system 110 may receive the information identifying the document and the information identifying a set of folders stored in the cloud storage system 110. The automatic file organizer 120 may receive the information identifying the document and the information identifying the set of folders from the cloud storage system 110, one or more of the cloud storage servers 130-1, ... 130-n, and/or one or more of the clients 140-1, ... 140-m.

Still referring to block 210, the information identifying the document may include a name of the document, a storage location of the document, metadata associated with the document, content of the document, and/or any other information associated with the document. The information identifying the set of folders may include, for each folder in the set of folders, a name of the folder, a storage location of the folder, metadata associated with the folder, content of the folder (e.g., documents that are in the folder), and/or any other information associated with the folder and/or documents that are in the folder.

Still referring to FIG. 2, at block 220, for each folder in the set of folders, the system may use a trained model to predict a similarity measure between the folder and the document. In implementations, at block 220, for each folder in the set of folders identified at block 210, the automatic file organizer 120 of the cloud storage system 110 may use a trained model to predict a similarity measure between the folder and the document identified at block 210, as described in further detail below with respect to FIG. 3. In implementations, the automatic file organizer 120 may use the trained model to predict the similarity measure for each folder by processing, using the trained model, one or more folder features of the folder along with one or more document features of the document and then may generate the similarity measure for the folder based on the processing.

Still referring to FIG. 2, at block 230, for each folder in the set of folders, the system may determine a score for the folder based on the predicted similarity measure for the folder. In implementations, at block 230, for each folder in the set of folders identified at block 210, the automatic file organizer 120 of the cloud storage system 110 may determine a score for the folder based on the similarity measure for the folder that was predicted at block 220.

Still referring to block 230, in some implementations, the score for a particular folder may be the same as or directly correspond to the predicted similarity measure for the folder. In other implementations, the score for a particular folder may be determined based on the similarity measure for the folder and also based on one or more additional factors, such as folder weights. For example, folders that have been more recently and/or frequently accessed by a user may be weighted more heavily as compared to folders that have not been accessed as recently. In this example, if a first folder and a second folder both have the same similarity measure, but the first folder has a relatively higher weight than the second folder because the first folder has been more recently and/or frequently accessed by the user, then the automatic file organizer 120 may determine a relatively higher score for the first folder and a relatively lower score for the second folder. In another example, a number of files in a folder may be used in determining a folder weight (e.g., folders that have fewer files than a first threshold number of files and/or folders that have a larger number of files than a second threshold number of files may be weighted less heavily than other folders).

Still referring to FIG. 2, at block 240, the system may select a candidate folder from the set of folders using the scores of the folders within the set of folders. In implementations, at block 240, the automatic file organizer 120 of the cloud storage system 110 may select a candidate folder from the set of folders identified at block 210 using the scores of the folders within the set of folders that were determined at block 230.

Still referring to block 240, in some implementations, the automatic file organizer 120 may select the candidate folder based on the score for the candidate folder satisfying a threshold. In a case where the scores for multiple candidate folders satisfy the threshold, the automatic file organizer 120 may select the candidate folder having the highest score, or may select the candidate folder using any other criteria. In some implementations, the automatic file organizer 120 may also select one or more additional candidate folders from the set of folders identified at block 210 based on the score(s) of the one or more additional candidate folders satisfying the threshold.

Still referring to block 240, in other implementations, the automatic file organizer 120 may select a new folder as the candidate folder, e.g., in a case where none of the scores of the folders within the set of folders satisfy a threshold. The automatic file organizer 120 may determine a recommended folder name for the new folder.

Still referring to FIG. 2, at block 250, the system may provide, on a user interface, a selectable option to associate the document with the candidate folder. In implementations, at block 250, the automatic file organizer 120 of the cloud storage system 110 may provide, on a user interface, a selectable option to associate the document identified at block 210 with the candidate folder selected at block 240. In the case where the automatic file organizer 120 selected one or more additional candidate folders at block 240, for each of the one or more additional candidate folders, the automatic file organizer 120 may also provide, on the user interface, a selectable option to associate the document with the additional candidate folder.

Still referring to block 250, in other implementations, in a case where, at block 240, the automatic file organizer 120 determined, based on the scores for the folders within the set of folders, an additional candidate folder, the automatic file organizer 120 may determine, based on the score for the additional candidate folder not satisfying a threshold (e.g., a separate threshold from any threshold that may have been used at block 240), to avoid providing, on the user interface, a selectable option to associate the document with the additional candidate folder.
Still referring to block 250, in other implementations, in response to the score for the candidate folder selected at block 240 satisfying a first threshold and satisfying a second threshold, the automatic file organizer 120 may automatically display the selectable option to associate the document with the candidate folder. In response to the score for the candidate folder selected at block 240 satisfying the first threshold but not satisfying the second threshold, the automatic file organizer 120 may only display the selectable option to associate the document with the candidate folder subsequent to receiving, via the user interface, a user input (e.g., a long tap, or a right click and subsequent selection of a context menu item) that is a request to display the selectable option to associate the document with the candidate folder.

Still referring to block 250, in other implementations, the automatic file organizer 120 providing, on the user interface, the selectable option to associate the document with the candidate folder may include providing, on the user interface, an indication that an organization suggestion for the document is available. The indication provided on the user interface may not show the name of the candidate folder. In response to receiving, via the user interface, a user input (e.g., a tap or a click) that is associated with the indication that the organization suggestion for the document is available, the automatic file organizer 120 may provide the selectable option to associate the document with the candidate folder. The selectable option may indicate a name of the candidate folder.

Still referring to FIG. 2, at block 260, the system may determine whether or not an indication of acceptance of the selectable option to associate the document with the candidate folder is received. In implementations, at block 260, the automatic file organizer 120 of the cloud storage system 110 may determine whether or not an input was received via the user interface of one or more of the clients 140-1, ..., 140-n that is an indication of acceptance of the selectable option, provided at block 250, to associate the document with the candidate folder. In response to the automatic file organizer 120 determining that indication of acceptance of the selectable option to associate the document with the candidate folder is received, flow proceeds to block 270. On the other hand, in response to the automatic file organizer 120 determining that indication of acceptance of the selectable option to associate the document with the candidate folder is not received, flow proceeds to block 280.

Still referring to FIG. 2, at block 270, in response to receiving the indication of acceptance of the selectable option to associate the document with the candidate folder, the system may automatically associate the document with the candidate folder. In implementations, at block 270, in response to receiving the indication of acceptance of the selectable option to associate the document with the candidate folder at block 260, the automatic file organizer 120 of the cloud storage system 110 automatically associates the document identified at block 210 with the candidate folder selected at block 240 and associated with the selectable option that was accepted at block 260.

Still referring to block 270, in some implementations, automatically associating the document with the candidate folder may include moving the document into the candidate folder. In other implementations, automatically associating the document with the candidate folder may include applying a label to the document based on the candidate folder. In yet other implementations, automatically associating the document with the candidate folder may include modifying metadata of the document (e.g., adding a particular flag, or adding/modifying a series of bits that indicate a "location" of the document or a "label" for the document) or modifying an index, table, directory, database, data structure, etc. that indicates folder(s), location(s), label(s), etc. associated with the document. In still other implementations, automatically associating the document with the candidate folder may include physically moving the document to a different storage location (e.g., to a different one of the cloud storage servers 130-1, ..., 130-n), e.g., to a storage location that is on the same server(s) or geographically proximate server(s) as other documents in the folder.

Still referring to FIG. 2, at block 280, the system may retrain the trained model. In implementations, at block 280, in response to determining that the indication of acceptance of the selectable option to associate the document with the candidate folder was received at block 260, the automatic file organizer 120 may use the indication of acceptance of the selectable option to associate the document with the candidate folder as feedback (e.g., a training label) to retrain the trained model. In other implementations, at block 280, in response to determining that indication of acceptance of the selectable option to associate the document with the candidate folder was not received at block 260, the automatic file organizer 120 may use the indication that the selectable option to associate the document with the candidate folder was not accepted as feedback (e.g., a training label) to retrain the trained model.

FIG. 3 is a flowchart illustrating an example method 300 of, for each folder in a set of folders, using a trained model to predict a similarity measure between the folder and the document, in accordance with implementations disclosed herein. For convenience, the operations of the flowchart are described with reference to a system that performs the operations. This system may include various components of various computer systems, such as one or more components of the cloud storage system 110. Moreover, while operations of method 300 are shown in a particular order, this is not meant to be limiting. One or more operations may be reordered, omitted, or added.

At block 310, the system may select a first folder in a set of folders. In implementations, at block 310, the automatic file organizer 120 of the cloud storage system 110 may select a first folder in the set of folders identified at block 210 of FIG. 2.

Still referring to FIG. 3, at block 320, the system may use a trained model to process one or more folder features of the folder along with one or more document features of the document. In implementations, at block 320, the automatic file organizer 120 of the cloud storage system 110 may use a trained model to process one or more folder features of the folder (selected at block 310 or selected at block 360) along with one or more document features of the document (identified at block 210 of FIG. 2).

Still referring to block 320, in some implementations, the automatic file organizer 120 may use a first trained model to process the one or more folder features of the folder and a second trained model to process the one or more document features of the document. In particular, the automatic file organizer 120 may use the first trained model to determine a vector representation (embedding) of the
folder (e.g., by applying the one or more folder features of the folder as inputs across the first trained model) and may use the second trained model to determine a vector representation (embedding) of the document (e.g., by applying the one or more document features of the document as inputs across the second trained model). In some implementations, the vector representation of the document and the vector representation of the folder may have the same dimensionality.

[0062] In some implementations, the first trained model may be a folder network and the second trained model may be a document network. The first trained model and the second trained model may be trained and retrained/updated independently of each other. The first trained model may be trained, e.g., using a user’s folder data which contains information about a user’s documents and the folders in which the documents are stored. In particular, document-folder pairs extracted from the user’s folder data may be used to train the first trained model. The second trained model may be trained, e.g., using a user’s documents.

[0063] Still referring to block 320, in other implementations, the automatic file organizer 120 may use the same trained model to process the one or more folder features of the folder and the one or more document features of the document. In particular, the automatic file organizer 120 may use the same trained model to determine a vector representation (embedding) of the folder (e.g., by applying the one or more folder features of the folder as inputs across the trained model) and a vector representation (embedding) of the document (e.g., by applying the one or more document features of the document as inputs across the trained model). In some implementations, the vector representation of the document and the vector representation of the folder may have the same dimensionality.

[0064] Still referring to FIG. 3, at block 330, the system may generate the similarity measure for the folder based on the processing. In implementations, at block 330, the automatic file organizer 120 of the cloud storage system 110 may generate the similarity measure for the folder (selected at block 310 or selected at block 360) based on the processing performed at block 320. In particular, the automatic file organizer 120 of the cloud storage system 110 may determine a similarity between the vector representation of the document determined at block 320 and the vector representation of the folder determined at block 320. In some implementations, determining the similarity between the vector representation of the document and the vector representation of the folder may include determining a cosine similarity. In other implementations, other methods may be used to determine the similarity (e.g., distance) between the vector representation of the document and the vector representation of the folder.

[0065] Still referring to FIG. 3, at block 340, the system determines whether or not there is another folder in the set of folders that has not yet been selected. In implementations, at block 340, the automatic file organizer 120 of the cloud storage system 110 may determine whether or not there is another folder in the set of folders identified at block 210 of FIG. 2 that has not yet been selected (i.e., selected at block 310 or at block 360). If the automatic file organizer 120 of the cloud storage system 110 determines that there is not another folder in the set of folders identified at block 210 of FIG. 2 that has not yet been selected, then the flow proceeds to block 350 and the flow ends. On the other hand, if the automatic file organizer 120 of the cloud storage system 110 determines that there is another folder in the set of folders identified at block 210 of FIG. 2 that has not yet been selected, then the flow proceeds to block 360.

[0066] Still referring to FIG. 3, at block 360, the system may select the next folder in the set of folders. In implementations, at block 360, the automatic file organizer 120 of the cloud storage system 110 may select the next folder (that has not yet been selected) in the set of folders identified at block 210 of FIG. 2. The flow then returns to block 320.

[0067] FIG. 4 is a flowchart illustrating an example method 400 of enabling more computationally efficient organization of files within a cloud storage system, in accordance with implementations disclosed herein. For convenience, the operations of the flowchart are described with reference to a system that performs the operations. This system may include various components of various computer systems, such as one or more components of the cloud storage system 110. Moreover, while operations of method 400 are shown in a particular order, this is not meant to be limiting. One or more operations may be reordered, omitted, or added.

[0068] At block 410, the system may receive information identifying a folder and a set of documents. In implementations, at block 410, the automatic file organizer 120 of the cloud storage system 110 may receive information identifying a folder and a set of documents that are stored in the cloud storage system 110 and/or one or more of the cloud storage servers 130-1, ..., 130-n. In an example, responsive to the folder being displayed on and/or selected via a user interface of one of the clients 140-1, ..., 140-m, or responsive to an interaction (e.g., a long tap, or a right click and subsequent selection of a context menu item) with the folder via a user interface of one of the clients 140-1, ..., 140-m, the automatic file organizer 120 of the cloud storage system 110 may receive the information identifying the folder and the information identifying a set of documents stored in the cloud storage system 110. The automatic file organizer 120 may receive the information identifying the folder and the information identifying the set of documents from the cloud storage system 110, one or more of the cloud storage servers 130-1, ..., 130-n, and/or one or more of the clients 140-1, ..., 140-m.

[0069] Still referring to block 410, the information identifying the folder may include a name of the folder, a storage location of the folder, metadata associated with the folder, content of the folder (e.g., documents that are in the folder), and/or any other information associated with the folder and/or documents that are in the folder. The information identifying the set of documents may include, for each document in the set of documents, a name of the document, a storage location of the document, metadata associated with the document, content of the document, and/or any other information associated with the document.

[0070] Still referring to FIG. 4, at block 420, for each document in the set of documents, the system may use a trained model to predict a similarity measure between the document and the folder. In implementations, at block 420, for each document in the set of documents identified at block 410, the automatic file organizer 120 of the cloud storage system 110 may use a trained model to predict a similarity measure between the document and the folder identified at block 410, as described in further detail below with
respect to FIG. 5. In implementations, the automatic file organizer 120 may use the trained model to predict the similarity measure for each document by processing, using the trained model, one or more document features of the document along with one or more folder features of the folder and then may generate the similarity measure for the document based on the processing.

[0071] Still referring to FIG. 4, at block 430, for each document in the set of documents, the system may determine a score for the document based on the predicted similarity measure for the document. In implementations, at block 430, for each document in the set of documents identified at block 410, the automatic file organizer 120 of the cloud storage system 110 may determine a score for the document based on the similarity measure for the document that was predicted at block 420.

[0072] Still referring to block 430, in some implementations, the score for a particular document may be the same as or directly correspond to the predicted similarity measure for the document. In other implementations, the score for a particular document may be determined based on the similarity measure for the document and also based on one or more additional factors, such as document weights. For example, documents that have been more recently and/or frequently accessed by a user may be weighted more heavily as compared to documents that have not been accessed as recently and/or frequently. In this example, if a first document and a second document both have the same similarity measure, but the first document has a relatively higher weight than the second document because the first document has been more recently and/or frequently accessed by the user, then the automatic file organizer 120 may determine a relatively higher score for the first document and a relatively lower score for the second document.

[0073] Still referring to FIG. 4, at block 440, the system may select a candidate document from the set of documents using the scores of the documents within the set of documents. In implementations, at block 440, the automatic file organizer 120 of the cloud storage system 110 may select a candidate document from the set of documents identified at block 410 using the scores of the documents within the set of documents that were determined at block 430.

[0074] Still referring to block 440, in some implementations, the automatic file organizer 120 may select the candidate document based on the score for the candidate document satisfying a threshold. In a case where the scores for multiple candidate documents satisfy the threshold, the automatic file organizer 120 may select the candidate document having the highest score, or may select the candidate document using any other criteria. In some implementations, the automatic file organizer 120 may also select one or more additional candidate documents from the set of documents identified at block 410 based on the score(s) of the one or more additional candidate documents satisfying the threshold.

[0075] Still referring to FIG. 4, at block 450, the system may provide, on a user interface, a selectable option to associate the candidate document with the folder. In implementations, at block 450, the automatic file organizer 120 of the cloud storage system 110 may provide, on a user interface, a selectable option to associate the candidate document selected at block 440 with the folder identified at block 410. In the case where the automatic file organizer 120 selected one or more additional candidate documents at block 440, for each of the one or more additional candidate documents, the automatic file organizer 120 may also provide, on the user interface, a selectable option to associate the additional candidate document with the folder.

[0076] Still referring to block 450, in other implementations, in a case where, at block 440, the automatic file organizer 120 determined, based on the scores for the documents within the set of documents, an additional candidate document, the automatic file organizer 120 may determine, based on the score for the additional candidate document not satisfying a threshold (e.g., a separate threshold from any threshold that may have been used at block 440), to avoid providing, on the user interface, a selectable option to associate the additional candidate document with the folder.

[0077] Still referring to block 450, in other implementations, in response to the score for the candidate document selected at block 440 satisfying a first threshold and satisfying a second threshold, the automatic file organizer 120 may automatically display the selectable option to associate the candidate document with the folder. In response to the score for the candidate document selected at block 440 satisfying the first threshold but not satisfying the second threshold, the automatic file organizer 120 may only display the selectable option to associate the candidate document with the folder subsequent to receiving, via the user interface, a user input (e.g., a long tap, or a right click and subsequent selection of a context menu item) that is a request to display the selectable option to associate the candidate document with the folder.

[0078] Still referring to block 450, in other implementations, the automatic file organizer 120 providing, on the user interface, the selectable option to associate the candidate document with the folder may include providing, on the user interface, an indication that an organization suggestion for the folder is available. The indication provided on the user interface may not show the name of the candidate document. In response to receiving, via the user interface, a user input (e.g., a tap or a click) that is associated with the indication that the organization suggestion for the folder is available, the automatic file organizer 120 may provide the selectable option to associate the candidate document with the folder. The selectable option may indicate a name of the candidate document.

[0079] Still referring to FIG. 4, at block 460, the system may determine whether or not an indication of acceptance of the selectable option to associate the candidate document with the folder is received. In implementations, at block 460, the automatic file organizer 120 of the cloud storage system 110 may determine whether or not an input was received via the user interface of one or more of the clients 140-1, . . . , 140-n that is an indication of acceptance of the selectable option, provided at block 450, to associate the candidate document with the folder. In response to the automatic file organizer 120 determining that indication of acceptance of the selectable option to associate the candidate document with the folder is received, flow proceeds to block 470. On the other hand, in response to the automatic file organizer 120 determining that indication of acceptance of the selectable option to associate the candidate document with the folder is not received, flow proceeds to block 460.

[0080] Still referring to FIG. 4, at block 470, in response to receiving the indication of acceptance of the selectable option to associate the candidate document with the folder, the system may automatically associate the candidate docu-
ment with the folder. In implementations, at block 470, in response to receiving the indication of acceptance of the selectable option to associate the candidate document with the folder at block 460, the automatic file organizer 120 of the cloud storage system 110 automatically associates the candidate document selected at block 440 and associated with the selectable option that was accepted at block 460 with the folder identified at block 410.

[0081] Still referring to block 470, in some implementations, automatically associating the candidate document with the folder may include moving the candidate document into the folder. In other implementations, automatically associating the candidate document with the folder may include applying a label to the candidate document based on the folder. In yet other implementations, automatically associating the candidate document with the folder may include modifying metadata of the candidate document (e.g., adding a particular flag, or adding/modifying a series of bits that indicate a “location” of the candidate document or a “label” for the candidate document) or modifying an index, table, directory, database, data structure, etc. that indicates folder(s), location(s), label(s), etc. associated with the candidate document. In still other implementations, automatically associating the candidate document with the folder may include physically moving the candidate document to a different storage location (e.g., to a different one of the cloud storage servers 130-1, ..., 130-n), e.g., to a storage location that is on the same server(s) or geographically proximate server(s) as other documents in the folder.

[0082] Still referring to FIG. 4, at block 480, the system may retrain the trained model. In implementations, at block 480, in response to determining that the indication of acceptance of the selectable option to associate the candidate document with the folder was received at block 460, the automatic file organizer 120 may use the indication of acceptance of the selectable option to associate the document with the candidate folder as feedback to retrain the trained model. In other implementations, at block 480, in response to determining that indication of acceptance of the selectable option to associate the document with the candidate folder was not received at block 460, the automatic file organizer 120 may use the indication that the selectable option to associate the document with the candidate folder was not accepted as feedback to retrain the trained model.

[0083] FIG. 5 is a flowchart illustrating an example method 500 of, for each document in a set of documents, using a trained model to predict a similarity measure between the document and the folder, in accordance with implementations disclosed herein. For convenience, the operations of the flowchart are described with reference to a system that performs the operations. This system may include various components of various computer systems, such as one or more components of the cloud storage system 110. Moreover, while operations of method 500 are shown in a particular order, this is not meant to be limiting. One or more operations may be reordered, omitted, or added.

[0084] At block 510, the system may select a first document in a set of documents. In implementations, at block 510, the automatic file organizer 120 of the cloud storage system 110 may select a first document in the set of documents identified at block 410 of FIG. 4.

[0085] Still referring to FIG. 5, at block 520, the system may use a trained model to process one or more document features of the document along with one or more folder features of the folder. In implementations, at block 520, the automatic file organizer 120 of the cloud storage system 110 may use a trained model to process one or more document features of the document (selected at block 510 or selected at block 560) along with one or more folder features of the folder (identified at block 410 of FIG. 4).

[0086] Still referring to block 520, in some implementations, the automatic file organizer 120 may use a first trained model to process the one or more document features of the document and a second trained model to process the one or more folder features of the folder. In particular, the automatic file organizer 120 may use the first trained model to determine a vector representation (embedding) of the document (e.g., by applying the one or more document features of the document as inputs across the first trained model) and may use the second trained model to determine a vector representation (embedding) of the folder (e.g., by applying the one or more folder features of the folder as inputs across the second trained model). In some implementations, the vector representation of the document and the vector representation of the folder may have the same dimensionality.

[0087] Still referring to block 520, in other implementations, the automatic file organizer 120 may use the same trained model to process the one or more document features of the document and the one or more folder features of the folder. In particular, the automatic file organizer 120 may use the same trained model to determine a vector representation (embedding) of the document (e.g., by applying the one or more document features of the document as inputs across the trained model) and a vector representation (embedding) of the folder (e.g., by applying the one or more folder features of the folder as inputs across the trained model). In some implementations, the vector representation of the document and the vector representation of the folder may have the same dimensionality.

[0088] Still referring to FIG. 5, at block 530, the system may generate the similarity measure for the document based on the processing. In implementations, at block 530, the automatic file organizer 120 of the cloud storage system 110 may generate the similarity measure for the document (selected at block 510 or selected at block 560) based on the processing performed at block 520. In particular, the automatic file organizer 120 of the cloud storage system 110 may determine a similarity between the vector representation of the document determined at block 520 and the vector representation of the folder determined at block 520. In some implementations, determining the similarity between the vector representation of the document and the vector representation of the folder may include determining a cosine similarity. In other implementations, other methods may be used to determine the similarity (e.g., distance) between the vector representation of the document and the vector representation of the folder.

[0089] Still referring to FIG. 5, at block 540, the system determines whether or not there is another document in the set of documents that has not yet been selected. In implementations, at block 540, the automatic file organizer 120 of the cloud storage system 110 may determine whether or not there is another document in the set of documents identified at block 410 of FIG. 4 that has not yet been selected (i.e., selected at block 510 or at block 560). If the automatic file organizer 120 of the cloud storage system 110 determines that there is not another document in the set of documents identified at block 410 of FIG. 4 that has not yet been
selected, then the flow proceeds to block 550 and the flow ends. On the other hand, if the automatic file organizer 120 of the cloud storage system 110 determines that there is another document in the set of documents identified at block 410 of FIG. 4 that has not yet been selected, then the flow proceeds to block 560.

[0090] Still referring to FIG. 5, at block 560, the system may select the next document in the set of documents. In implementations, at block 560, the automatic file organizer 120 of the cloud storage system 110 may select the next document (that has not yet been selected) in the set of documents identified at block 410 of FIG. 4. The flow then returns to block 520.

[0091] FIG. 6A depicts an example of automatic file organization within a cloud storage system 110. The scenario of FIG. 6A is for illustrative purposes only. At bottom, a graphical user interface (“GUI”) 600 of a cloud storage application implemented by the cloud storage system 110 is depicted. The GUI 600 may be used by a user of the cloud storage application to create, store, access, and/or modify documents, such as document 630, stored in the cloud storage system 110. Documents that are created, stored, accessed, and/or modified by one or more of the clients 140-1, ..., 140-n using the cloud storage application that is implemented by the cloud storage system 110 may be optionally organized into folders, such as folder 610 and folder 620.

[0092] In some implementations, as described with respect to block 250 of FIG. 2, the automatic file organizer 120 of the cloud storage system 110 may provide, on the GUI 600, a selectable option 640 to associate document 630 (“New Product Slide Deck”), which may have been a document identified at block 210 of FIG. 2, with the folder 610 (“Presentations”), which may be the candidate folder selected at block 240 of FIG. 2. In response to receiving an indication of acceptance of the selectable option to associate the document 630 with the folder 610 (e.g., a tap or click on “Yes” in the selectable option 640), the automatic file organizer 120 of the cloud storage system 110 may automatically associate the document 630 with the folder 610. On the other hand, in response to receiving an indication that the selectable option to associate the document 630 with the folder 610 is not accepted (e.g., a tap or click on “No” in the selectable option 640), the automatic file organizer 120 of the cloud storage system 110 may not associate the document 630 with the folder 610.

[0093] FIG. 6B depicts another example of automatic file organization within a cloud storage system 110. The scenario of FIG. 6B is for illustrative purposes only. At bottom, a graphical user interface (“GUI”) 600 of a cloud storage application implemented by the cloud storage system 110 is depicted. The GUI 600 may be used by a user of the cloud storage application to create, store, access, and/or modify documents, such as document 650, stored in the cloud storage system 110. Documents that are created, stored, accessed, and/or modified by one or more of the clients 140-1, ..., 140-n using the cloud storage application that is implemented by the cloud storage system 110 may be optionally organized into folders, such as folder 610.

[0094] In some implementations, as described with respect to block 450 of FIG. 4, the automatic file organizer 120 of the cloud storage system 110 may provide, on the GUI 600, a selectable option 660 to move the candidate document 630 (“New Product Slide Deck”), selected at block 440 of FIG. 4, into the folder 610 (“Presentations”), which may be the folder identified at block 410 of FIG. 4. In response to receiving an indication of acceptance of the selectable option 660 to move the document 630 into the folder 610 (e.g., a tap or click on “Yes” in the selectable option 660), the automatic file organizer 120 of the cloud storage system 110 may automatically move the document 630 into the folder 610. On the other hand, in response to receiving an indication that the selectable option to move the document 630 into the folder 610 is not accepted (e.g., a tap or click on “No” in the selectable option 660), the automatic file organizer 120 of the cloud storage system 110 may not move the document 630 into the folder 610.

[0095] FIG. 7 is a block diagram of an example computing device 710 that may optionally be utilized to perform one or more aspects of techniques described herein. Computing device 710 typically includes at least one processor 714 which communicates with a number of peripheral devices via bus subsystem 712. These peripheral devices may include a storage subsystem 724, including, for example, a memory subsystem 725 and a file storage subsystem 726. User interface output devices 720, user interface input devices 722, and a network interface subsystem 716. The input and output devices allow user interaction with computing device 710. Network interface subsystem 716 provides an interface to outside networks and is coupled to corresponding interface devices in other computing devices.

[0096] User interface input devices 722 may include a keyboard, pointing devices such as a mouse, trackball, touchpad, or graphics tablet, a scanner, a touchscreen incorporated into the display, audio input devices such as voice recognition systems, microphones, and/or other types of input devices. In general, use of the term “input device” is intended to include all possible types of devices and ways to input information into computing device 710 or onto a communication network.

[0097] User interface output devices 720 may include a display subsystem, a printer, a fax machine, or non-visual displays such as audio output devices. The display subsystem may include a cathode ray tube (CRT), a flat-panel device such as a liquid crystal display (LCD), a projection device, or some other mechanism for creating a visible image. The display subsystem may also provide non-visual display such as via audio output devices. In general, use of the term “output device” is intended to include all possible types of devices and ways to output information from computing device 710 to the user or to another machine or computing device.

[0098] Storage subsystem 724 stores programming and data constructs that provide the functionality of some or all of the modules described herein. For example, the storage subsystem 724 may include the logic to perform selected aspects of the methods of FIGS. 2, 3, 4, and 5, as well as to implement various components depicted in FIG. 1.

[0099] These software modules are generally executed by processor 714 alone or in combination with other processors. The memory subsystem 725 included in the storage subsystem 724 can include a number of memories including a main random access memory (RAM) 730 for storage of instructions and data during program execution and a read only memory (ROM) 732 in which fixed instructions are stored. A file storage subsystem 726 can provide persistent storage for program and data files, and may include a hard disk drive, a floppy disk drive along with associated remo-
viable media, a CD-ROM drive, an optical drive, or removable media cartridges. The modules implementing the functionality of certain implementations may be stored by file storage subsystem 726 in the storage subsystem 724, or in other machines accessible by the processor(s) 714.

[0100] Bus subsystem 712 provides a mechanism for letting the various components and subsystems of computing device 710 communicate with each other as intended. Although bus subsystem 712 is shown schematically as a single bus, alternative implementations of the bus subsystem may use multiple busses.

[0101] Computing device 710 can be of varying types including a workstation, server, computing cluster, blade server, server farm, or any other data processing system or computing device. Due to the ever-changing nature of computers and networks, the description of computing device 710 depicted in FIG. 7 is intended only as a specific example for purposes of illustrating some implementations. Many other configurations of computing device 710 are possible having more or fewer components than the computing device depicted in FIG. 7.

[0102] While several implementations have been described and illustrated herein, a variety of other means and/or structures for performing the function and/or obtaining the results and/or one or more of the advantages described herein may be utilized, and each of such variations and/or modifications is deemed to be within the scope of the implementations described herein. More generally, all parameters, dimensions, materials, and configurations described herein are meant to be exemplary and that the actual parameters, dimensions, materials, and/or configurations will depend upon the specific application or applications for which the teachings is/are used. Those skilled in the art will recognize, or be able to ascertain using no more than routine experimentation, many equivalents to the specific implementations described herein. It is, therefore, to be understood that the foregoing implementations are presented by way of example only and that, within the scope of the appended claims and equivalents thereto, implementations may be practiced otherwise than as specifically described and claimed. Implementations of the present disclosure are directed to each individual feature, system, article, material, kit, and/or method described herein. In addition, any combination of two or more such features, systems, articles, materials, kits, and/or methods, if such features, systems, articles, materials, kits, and/or methods are not mutually inconsistent, is included within the scope of the present disclosure.

What is claimed is:

1. A method implemented by one or more processors, the method comprising:
   receiving information identifying a document and a set of folders;
   for each folder in the set of folders, using a trained model to predict a similarity measure between the folder and the document, wherein using the trained model to predict the similarity measure for each folder comprises:
   processing, using the trained model, one or more folder features of the folder along with one or more document features of the document; and
   generating the similarity measure for the folder based on the processing,
   for each folder in the set of folders, determining a score for the folder based on the predicted similarity measure for the folder;
   selecting a candidate folder from the set of folders using the scores of the folders within the set of folders; and
   providing, on a user interface, a selectable option to associate the document with the candidate folder.
2. The method according to claim 1, further comprising:
   receiving an indication of acceptance of the selectable option to associate the document with the candidate folder;
   in response to receiving the indication of acceptance of the selectable option to associate the document with the candidate folder, automatically associating the document with the candidate folder.
3. The method according to claim 2, wherein automatically associating the document with the candidate folder comprises moving the document into the candidate folder.
4. The method according to claim 2, wherein automatically associating the document with the candidate folder comprises applying a label to the document based on the candidate folder.
5. The method according to claim 2, further comprising:
   in response to receiving the indication of acceptance of the selectable option to associate the document with the candidate folder, using the indication of acceptance of the selectable option to associate the document with the candidate folder as feedback to retrain the trained model.
6. The method according to claim 1, wherein the document and the set of folders are stored on a cloud storage system.
7. The method according to claim 1, wherein processing, using the trained model, the one or more folder features of the folder along with the one or more document features of the document comprises:
   determining a vector representation of the document; and
   determining a vector representation of the folder, and
   wherein generating the similarity measure for the folder based on the processing comprises determining a similarity between the vector representation of the document and the vector representation of the folder.
8. The method according to claim 7, wherein the vector representation of the document and the vector representation of the folder have a same dimensionality.
9. The method according to claim 7, wherein determining the similarity between the vector representation of the document and the vector representation of the folder comprises determining a cosine similarity.
10. The method according to claim 1, wherein selecting the candidate folder from the set of folders using the scores of the folders within the set of folders comprises selecting the candidate folder based on the score for the candidate folder satisfying a threshold.
11. The method according to claim 1, further comprising:
   selecting at least one additional candidate folder from the set of folders based on, for each of the at least one additional candidate folder, the score for the additional candidate folder satisfying the threshold; and
   providing, on the user interface, for each of the at least one additional candidate folder, a selectable option to associate the document with the additional candidate folder.
12. The method according to claim 1, further comprising:
   determining, based on the scores for the folders within the set of folders, an additional candidate folder; and
   avoiding providing, on the user interface, a selectable option to associate the document with the additional
candidate folder based on the score for the additional
candidate folder not satisfying a threshold.
13. The method according to claim 1, wherein providing, on
the user interface, the selectable option to associate the doc-
ument with the candidate folder comprises:
in response to the score for the candidate folder satisfying a
first threshold and satisfying a second threshold, automa-
tically displaying the selectable option to associate the
document with the candidate folder; and
in response to the score for the candidate folder satisfying
the first threshold but not satisfying the second threshold,
only displaying the selectable option to associate the
document with the candidate folder subsequent to receiv-
ing, via the user interface, a user input that is a request to
display the selectable option to associate the document
with the candidate folder.
14. The method according to claim 1, wherein providing, on
the user interface, the selectable option to associate the doc-
ument with the candidate folder comprises:
providing, on the user interface, an indication that an orga-
nization suggestion for the document is available; and
in response to receiving, via the user interface, a user input
that is associated with the indication that the organization
suggestion for the document is available, providing the
selectable option to associate the document with the can-
didate folder, wherein the selectable option indicates a
name of the candidate folder.
15. A computer program product comprising one or more
computer-readable storage media having program instruc-
tions collectively stored on the one or more computer-read-
able storage media, the program instructions executable to:
receive information identifying a folder and a set of
documents;
for each document in the set of documents, use a trained
model to predict a similarity measure between the docu-
ment and the folder, wherein using the trained model to
predict the similarity measure for each document com-
prises:
processing, using the trained model, one or more docu-
ment features of the document along with one or more
folder features of the folder; and
generating the similarity measure for the document
based on the processing;
for each document in the set of documents, determine a
score for the document based on the predicted similarity
measure for the document;
select a candidate document from the set of documents
using the scores of the documents within the set of docu-
ments; and
provide, on a user interface, a selectable option to associate
the candidate document with the folder.
16. The computer program product according to claim 15,
the program instructions further being executable to:
receive an indication of acceptance of the selectable option
to associate the candidate document with the folder; and
in response to receiving the indication of acceptance of the
selectable option to associate the candidate document
with the folder, automatically associate the candidate
document with the folder.
17. The computer program product according to claim 16,
wherein automatically associating the candidate document
with the folder comprises moving the candidate document
into the folder.
18. The computer program product according to claim 16,
wherein automatically associating the candidate document
with the folder comprises applying a label to the candidate
document based on the folder.
19. The computer program product according to claim 16,
the program instructions further being executable to:
in response to receiving the indication of acceptance of the
selectable option to associate the candidate document
with the folder, use the indication of acceptance of the
selectable option to associate the candidate document
with the folder as feedback to retrain the trained model.
20. A system comprising:
a processor, a computer-readable memory, one or more
computer-readable storage media, and program instruc-
tions collectively stored on the one or more computer-read-
able storage media, the program instructions executable to:
receive information identifying a document and a set of
folders;
for each folder in the set of folders, use a trained model to
predict a similarity measure between the folder and the
document, wherein using the trained model to predict the
similarity measure for each folder comprises:
processing, using the trained model, one or more folder
features of the folder along with one or more document
features of the document; and
generating the similarity measure for the folder based on
the processing;
for each folder in the set of folders, determine a score for the
folder based on the predicted similarity measure for the
folder;
select a candidate folder from the set of folders using the
scores of the folders within the set of folders; and
provide, on a user interface, a selectable option to associate
the document with the candidate folder.
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