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Systems and methods of the present disclosure are directed
to a method for predicting semantic similarity between
documents. The method can include obtaining a first docu-
ment and a second document. The method can include
parsing the first document into a plurality of first textual
blocks and the second document into a plurality of second
textual blocks. The method can include processing each of
the plurality of first textual blocks and the second textual
blocks with a machine-learned semantic document encoding
model to obtain a first document encoding and a second
document encoding. The method can include determining a
similarity metric descriptive of a semantic similarity
between the first document and the second document based
on the first document encoding and the second document
encoding.
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SYSTEMS AND METHODS FOR
MACHINE-LEARNED PREDICTION OF
SEMANTIC SIMILARITY BETWEEN
DOCUMENTS

PRIORITY CLAIM

[0001] The present application is a continuation of U.S.
patent application Ser. No. 18/321,424 having a filing date
of May 22, 2023, which is a continuation of U.S. application
Ser. No. 17/078,569 having a filing date of Oct. 23, 2020,
now issued U.S. Pat. No. 11,694,034. Applicant claims
priority to and the benefit of each of such applications and
incorporate all such applications herein by reference in its
entirety.

FIELD

[0002] The present disclosure relates generally to predict-
ing a semantic similarity between documents. More particu-
larly, the present disclosure relates to training and utilization
of a machine-learned semantic document encoding model.

BACKGROUND

[0003] Many natural language processing and information
retrieval problems can be formalized as a semantic matching
task. However, unlike matching between “short” textual
segments (e.g., one or two sentences), semantic matching
between long documents (e.g., articles, books, websites,
blogs, etc.) presents a number of difficult challenges. As an
example, semantic understanding of documents requires the
modeling of long-distance dependencies between each tex-
tual unit (e.g., sentences), leading to computational costs
that grow quadratically with the length of a document (e.g.,
attention computation in a transformer network, etc.). As
another example, documents generally contain complex
internal structures (e.g., passages, sentences, blurbs, cap-
tions, etc.), which conventional semantic analysis models
fail to understand. As such, a model that can perform
efficient semantic matching between long documents repre-
sents a significant advancement in natural language process-
ing.

SUMMARY

[0004] Aspects and advantages of embodiments of the
present disclosure will be set forth in part in the following
description, or can be learned from the description, or can be
learned through practice of the embodiments.

[0005] One example aspect of the present disclosure is
directed to a computer-implemented method for predicting
semantic similarity between documents. The method can
include obtaining, by a computing system comprising one or
more computing devices, a first document comprising a
plurality of first sentences and a second document compris-
ing a plurality of second sentences. The method can include
parsing, by the computing system, the first document into a
plurality of first textual blocks and the second document into
a plurality of second textual blocks, wherein each of the
plurality of first textual blocks comprises one or more of the
plurality of first sentences and each of the plurality of second
textual blocks comprises one or more of the plurality of
second sentences. The method can include processing, by
the computing system, each of the plurality of first textual
blocks with a block encoding portion of a first encoding
submodel of a machine-learned semantic document encod-
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ing model to obtain a respective plurality of first textual
block representations. The method can include processing,
by the computing system, each of the plurality of second
textual blocks with a block encoding portion of a second
encoding submodel of the machine-learned semantic docu-
ment encoding model to obtain a respective plurality of
second textual block representations. The method can
include respectively processing, by the computing system,
the plurality of first textual block representations and the
plurality of second textual block representations with a
document encoding portion of the first encoding submodel
and a document encoding portion of the second encoding
submodel to obtain a first document encoding and a second
document encoding. The method can include determining,
by the computing system, a similarity metric descriptive of
a semantic similarity between the first document and the
second document based on the first document encoding and
the second document encoding.

[0006] Another example aspect of the present disclosure is
directed to a computing system for training a machine-
learned model for semantic document analysis. The com-
puting system can include one or more processors. The
computing system can include a machine-learned semantic
document encoding model comprising a first encoding sub-
model and a second encoding submodel, each of the first and
second encoding submodels comprising a sentence encoding
portion and a document encoding portion. The sentence
encoding portion can configured to process a plurality of
textual blocks to obtain a plurality of textual block repre-
sentations. The document encoding portion can be config-
ured to process the plurality of textual block representations
to obtain a plurality of contextual block representations. The
computing system can include one or more tangible, non-
transitory computer readable media storing computer-read-
able instructions that when executed by the one or more
processors cause the one or more processors to perform
operations. The operations can include obtaining a plurality
of first textual blocks and a plurality of second textual
blocks, wherein each of the plurality of textual blocks and
the plurality of second textual blocks respectively comprise
one or more sentences of a first document and one or more
sentences of a second document. The operations can include
processing the plurality of first textual blocks and the
plurality of second textual blocks with the machine-learned
semantic document encoding model to respectively obtain a
plurality of first contextual block representations and a
plurality of second contextual block representations. The
operations can include determining, based on at least one of
the plurality of first contextual block representations and at
least one of the plurality of second contextual block repre-
sentations, a similarity metric descriptive of a semantic
similarity between the first document and the second docu-
ment. The operations can include evaluating a loss function
that evaluates a difference between the similarity metric and
ground truth data associated with the first document and the
second document. The operations can include adjusting one
or more parameters of the machine-learned semantic docu-
ment encoding model based at least in part on the loss
function.

[0007] Another example aspect of the present disclosure is
directed to one or more tangible, non-transitory computer
readable media storing computer-readable instructions that
when executed by one or more processors cause the one or
more processors to perform operations. The operations can
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include obtaining a plurality of textual training blocks from
one or more training documents, wherein each of the plu-
rality of textual training blocks comprises one or more
sentences from the one or more training documents. The
operations can include processing each of the plurality of
training blocks with a block encoding portion of a machine-
learned semantic document encoding model to obtain a
respective plurality of textual block representations. The
operations can include masking one or more sentences of a
textual block representation of the plurality of textual block
representations to obtain a masked block representation. The
operations can include adding the one or more masked
sentences of each the masked block representation to a
corpus of candidate sentences comprising a plurality of
masked sentences from the one or more training documents.
The operations can include processing the plurality of tex-
tual block representations with a document encoding portion
of the machine-learned semantic document encoding model
to respectively obtain a plurality of contextual block repre-
sentations, wherein the contextual block representation for
the masked block representation comprises a multi-class
classification of the one or more masked sentences of the
masked block representation as being one or more respective
sentences of the corpus of candidate sentences. The opera-
tions can include evaluating a pre-training loss function that
evaluates a difference between the multi-class classification
for the masked block representation and ground truth data
associated with the masked block representation and the
corpus of candidate sentences. The operations can include
adjusting one or more parameters of the machine-learned
semantic document encoding model based at least in part on
the pre-training loss function.

[0008] Other aspects of the present disclosure are directed
to various systems, apparatuses, non-transitory computer-
readable media, user interfaces, and electronic devices.
[0009] These and other features, aspects, and advantages
of various embodiments of the present disclosure will
become better understood with reference to the following
description and appended claims. The accompanying draw-
ings, which are incorporated in and constitute a part of this
specification, illustrate example embodiments of the present
disclosure and, together with the description, serve to
explain the related principles.

BRIEF DESCRIPTION OF THE DRAWINGS

[0010] Detailed discussion of embodiments directed to
one of ordinary skill in the art is set forth in the specification,
which makes reference to the appended figures, in which:
[0011] FIG. 1A depicts a block diagram of an example
computing system that performs prediction of semantic
similarity between documents according to example
embodiments of the present disclosure.

[0012] FIG. 1B depicts a block diagram of an example
computing device that performs prediction of semantic
similarity between documents according to example
embodiments of the present disclosure.

[0013] FIG. 1C depicts a block diagram of an example
computing device that performs training of a machine-
learned semantic document encoding model according to
example embodiments of the present disclosure.

[0014] FIG. 2 depicts a block diagram of an example
machine-learned semantic document encoding model
according to example embodiments of the present disclo-
sure.
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[0015] FIG. 3 depicts a block diagram of an example
submodel of a machine-learned semantic document encod-
ing model according to example embodiments of the present
disclosure.

[0016] FIG. 4A depicts a block diagram of an example
dual-submodel machine-learned semantic document encod-
ing model architecture according to example embodiments
of the present disclosure.

[0017] FIG. 4B depicts a block diagram of an example
encoding submodel of a machine-learned semantic docu-
ment encoding model architecture according to example
embodiments of the present disclosure.

[0018] FIG. 5 depicts a data flow diagram for a method for
pre-training a machine-learned semantic document encoding
model.

[0019] FIG. 6 depicts a flow chart diagram of an example
method to perform prediction of semantic similarity between
documents according to example embodiments of the pres-
ent disclosure.

[0020] Reference numerals that are repeated across plural
figures are intended to identify the same features in various
implementations.

DETAILED DESCRIPTION

Overview

[0021] Generally, the present disclosure is directed to
predicting a semantic similarity between documents. More
particularly, the present disclosure relates to training and
utilization of a machine-learned semantic document encod-
ing model to efficiently predict the semantic similarity
between two documents. As an example, two documents can
be obtained that each include a plurality of sentences (e.g.,
books, articles, etc.). The two documents can respectively be
parsed into a plurality of first textual blocks and a plurality
of second textual blocks (e.g., each block containing sen-
tences(s) from a respective document, etc.). The machine-
learned semantic document encoding model can process the
first and second textual blocks to obtain a first document
encoding and a second document encoding. Based on the
first document encoding and the second document encoding,
a similarity metric can be determined that describes a
semantic similarity between the first document and the
second document.

[0022] More particularly, the semantic document encod-
ing model can include a first encoding submodel and a
second encoding submodel (e.g., two “towers” of a siamese
transformer network, etc.). Both of the first and the second
encoding submodels (e.g., first and second transformer
neural networks, etc.) can include a block encoder portion
and a document encoder portion that are configured to
process textual blocks in a hierarchical fashion. After pars-
ing the first and second textual blocks from the first and
second documents, the first textual blocks and the second
textual blocks can be respectively processed using the block
encoder portions of the first and second encoding submodels
to obtain first textual block representations and second
textual block representations. Next, the first textual block
representations and the second textual block representations
can be respectively processed with the document encoder
portions of the first and second encoding submodels to
obtain first contextual block representations and second
contextual block representations. A first and second docu-
ment encoding can be respectively determined from the first
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contextual block representations and the second contextual
block representations. A similarity metric that describes a
semantic similarity between the two documents can be
determined based on the first and second document encod-
ings. In such fashion, by utilizing a hierarchical submodel
structure, the machine-learned semantic document encoding
model can localize the dependencies between textual seg-
ments (e.g., sentences) to those included in a textual block
and/or among textual blocks, therefore significantly reduc-
ing the quadratic complexity associated with semantic
analysis of documents (e.g., attention computation between
textual segments, etc.).

[0023] A first document and a second document can be
obtained by a computing system (e.g., websites, articles,
newspapers, blogs, books, etc.). The first document can
contain a plurality of first sentences and the second docu-
ment can include a plurality of second sentences. To process
the documents hierarchically, the first document can be
parsed into a plurality of first textual blocks, and the second
document can be parsed into a plurality of second textual
blocks. Each of the first and second textual blocks can
include one or more sentences from the first and second
documents. As an example, the first document can be a
document that includes a plurality of first sentences, and
each of the plurality of first textual blocks can include a
distinct subset of the plurality of first sentences.

[0024] Both the first and second documents can be parsed
to fill the pluralities of first and second blocks in a greedy
fashion. More particularly, the documents can be split into
multiple textual blocks of predefined length so that each
textual block can contain one or more natural sentences. As
an example, each of the plurality of first textual blocks can
include a textual capacity (e.g., a number of textual units that
can be parsed into the block, etc.). A first textual block of the
plurality of first textual blocks can be filled with as many
sentences as possible until the first textual block reaches the
predefined maximum textual capacity (e.g., a maximum
block length, etc.). When the last textual unit (e.g., sentence,
word, character, etc.) cannot be parsed into the first textual
block, it can instead be parsed to the next first textual block
with available space. As another example, a first textual
block can have a textual capacity, and an individual sentence
can be longer than the maximum textual capacity (e.g., block
length, etc.). To parse the individual sentence according to
the maximum textual capacity, the individual sentence can
be truncated to fit in the current first textual block. In such
fashion, parsing the first document to each of the plurality of
first textual blocks in a greedy fashion can greatly reduce the
number of padded tokens required given a fixed maximum
textual capacity.

[0025] Each of the plurality of first textual blocks can be
processed with the machine-learned semantic document
encoding model. More particularly, the machine-learned
semantic document encoding model can include a first
encoding submodel and a second encoding submodel. Both
the first encoding submodel and the second encoding sub-
model can include a block encoding portion and a document
encoding portion. As an example, the machine-learned
semantic document encoding model can be or otherwise
include a siamese neural network architecture, where each of
the first and second encoding submodels can be a trans-
former-based hierarchical encoder. Each of the transformer-
based hierarchical encoders (e.g., the first and second encod-
ing submodels) can be configured to learn a block level (e.g.,
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sentence level) and document level representation of the
documents. In such fashion, the advantages of long distance
dependency modeling of self-attention mechanisms inherent
to transformer models can be combined with hierarchical
document structure modeling for long text representation
learning. In some implementations, the parameters of the
first encoding submodel can be a set of parameters shared
with the second encoding submodel.

[0026] The first and second encoding submodels can each
include a block encoding portion and a document encoding
portion. The block and document encoding portions can
process documents (e.g., the first and second documents) in
a hierarchical fashion. As an example, the block encoding
portion of the first encoding submodel can first process each
of the sentences of the plurality of first textual blocks. Next,
the document encoding portion can process the output of the
block encoding portion to obtain a final document represen-
tation.

[0027] More particularly, each of the first textual blocks
can be processed using the block encoding portion of the
first encoding submodel to obtain a respective plurality of
first textual block representations. Similarly, each of the
second textual blocks can be processed using the block
encoding portion of the second encoding submodel to obtain
a respective plurality of second textual block representa-
tions. As an example, the first and second encoding sub-
models of the machine-learned semantic document encoding
model can first process each plurality of textual blocks with
a respective block encoding portion. For example, let
D denote an input document (e.g., the first document, the
second document, etc.). With greedy sentence filling, the
document D can be parsed into a sequence of textual
sentence blocks {S;, S,, ..., S, }, where S={W,, W', ..
.» W, '}, §; can be the i-th sentence block in the document.
Wji can be the j-th word in the i-th sentence block. L, gand L
can denote the length of a document by sentence blocks and
the length of a sentence block by words respectively. The
representation of each sentence S; can be learned with the
encoding submodel (e.g., a transformer encoder, etc.). As an
example, the encoding submodel can be or otherwise
include a transformer encoder that includes multi-head self-
attention and a position-wise fully connected feed-forward
network with residual connections.

[0028] In some implementations, each of the plurality of
first textual blocks can be processed with the block encoding
portion of the first encoding submodel to obtain sentence
tokens. The sentence tokens can respectively correspond to
words in each of the one or more first sentences of a first
textual block. After obtaining sentence tokens for each of the
plurality of first textual blocks, a first sentence token from
the sentence tokens can be concatenated with a position
embedding that corresponds to the first sentence token to
obtain a first textual block representation for the respective
first textual block.

[0029] Additionally, in some implementations, each of the
sentence tokens for a textual block can include an attentional
weight. More particularly, the words in a sentence S, of a
textual block can be mapped to a sequence of dense vector
representations:

ES)=(ef, o, ef)
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where ejizt(Wji)+p(Wji) is the sum of the token embedding
and position embedding of word W;'. The token embedding
can be initialized randomly (e.g., during a pre-training
phase, etc.). The block encoding portion of the encoding
submodel (e.g., a sentence level transformer, etc.) can trans-
form E(S,) into a sequence of contextualized representations
for words in the textual block {T,%, T,,, . .., T, ‘}. In some
implementations, the contextual representationsof the first
token, alongside the added [CLS] token, can be utilized as
the learned representation of the whole sentence block. The
final sentence block representation also adds the sentence
block position embedding to model the sentence block
location in the document. In such fashion, the computing
system can process each of the first and second textual
blocks with the block encoding portions to obtain a plurality
of first textual block representations and a plurality of
second textual block representations.

[0030] After obtaining the first and second plurality of
textual block representations, both can be respectively pro-
cessed by the machine-learned semantic document encoding
model. More particularly, the document encoding portion of
the first encoding submodel can be used to process the
plurality of first textual block representations to obtain a first
document encoding. Similarly, the document encoding por-
tion of the second encoding submodel can be used to process
the plurality of second textual block representations to
obtain a second document encoding.

[0031] In some implementations, with the learned textual
block representations from the block encoding portions
(e.g., sentence-level transformers, etc.) and the textual block
position embeddings, the document encoding portions (e.g.,
document-level transformer encoders, etc.) can generate a
sequence of contextual block representations {S,, S,. . . .,
S, }. For example, each of the plurality of first textual block
representations can be processed using the document encod-
ing portion of the first encoding submodel to obtain a
respective plurality of first contextual block representations.
Similarly, each of the plurality of second textual block
representations can be processed using the document encod-
ing portion of the second encoding submodel to obtain a
respective plurality of second contextual block representa-
tions.

[0032] In some implementations, the first document
encoding can be determined based at least in part on the
plurality of contextual block representations. As an example,
the first document encoding can be determined by selecting
a first contextual block representation of the plurality of first
contextual block representations as the representation for the
whole document. For example, each of the plurality of first
textual block representations can be processed using the
document encoding portion of the first encoding submodel
to obtain a respective plurality of first contextual block
representations. The first contextual block representation of
the plurality of contextual block representations can be
selected to represent the entire document. After selecting the
first contextual block representation, a dense layer can be
utilized to transform the first contextual block representation
with L2 normalization.

[0033] Alternatively, in some implementations, the atten-
tional weights of the sentence tokens of each of the first
textual blocks can be utilized to determine a weighted sum
of the plurality of first textual block representations. For
example, the weighted sum of the sentences of the block
level representations can first be computed with attention
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mechanism: ¥,_,** h,softmax(h,Wv), where heR is the
learned representation for the i-th block by the block encod-
ing portion (e.g., block-level transformer, etc.). We RV 3
projection matrix and ve RY can represent the attention
model parameter. This weighted sum can be concatenated
R with the document level representation to determine the
first document encoding. The document level representation,
as described previously, can be the contextual block repre-
sentation associated with at least one first textual block of
the plurality of first textual blocks.

[0034] Alternatively, in some implementations, determin-
ing the first document encoding can include concatenating a
sum of the plurality of first textual block representations
with a contextual block representation. The contextual block
representation can be the representation associated with at
least one textual block of the plurality of first textual blocks.
The concatenation of the sum and the at least one textual
block can determine the first document encoding.

[0035] Alternatively, in some implementations, determin-
ing the first document encoding can include concatenating a
mean of the plurality of first textual block representations
with a contextual block representation. The contextual block
representation can be the representation associated with at
least one textual block of the plurality of first textual blocks.
The concatenation of the sum and the at least one textual
block can determine the first document encoding.

[0036] Alternatively, in some implementations, determin-
ing the first document encoding can include determining the
contextual block representation associated with at least one
first textual block of the plurality of first textual blocks.
More particularly, the contextual block representation asso-
ciated with the at least one textual block can be selected as
the first document encoding.

[0037] It should be noted that by processing the docu-
ments hierarchically with the block and document encoding
portions of the respective encoding submodels, the compu-
tational complexity of the semantic similarity prediction can
be substantially reduced. As an example, a conventional
transformer model can include an attention mechanism used
for the transformer model that can be the scaled dot-product
attention, which can perform transformation from a query
and a set of key-value pairs to an output. The output
representation can be defined as a weighted sum of the
values, where the weight to each value is computed as the
interaction score between the query and the corresponding
key normalized by the softmax function. Specifically, given

the input query embeddings Q, key embeddings K and
value embeddings 1V, where Q e R?0FH  JC c RwH

Ve R”4H the scaled dot-product attention can be defined
as:

r
Attention(@, K=, V) = so, ftmax[ %)ﬁ/

where lg, Iy, I, , are the number of tokens in each sequence
and lx=ly . b is the batch size and H can represent the
hidden size.

[0038] To demonstrate the prohibitive memory cost of said
conventional transformers, the attention computation of the
previous equation can be used as an illustrative example. For

example, if I =l =lp =N, then the term QK * can have the
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shape [b, N, NJ], where N is the maximum input sequence
length. A and L can denote the number of attention heads and
layers in the machine-learned semantic document encoding
model, then the memory complexity of the attention com-
putation in the machine-learned semantic document encod-
ing model can be calculated as O(b-A-NZ.L). As such, the
memory cost of the scaled dot-product attention in the
conventional transformer grows quadratically as the increas-
ing of the input sequence length, therefore demanding a
prohibitively expensive computational cost for very long
input sequences.

[0039] Conversely, the machine-learned semantic docu-
ment encoding model (e.g., a two level hierarchical Trans-
former model, etc.) can process the same “very long input
sequences” without demanding such a prohibitive compu-
tational cost. For example, let L denote the max sentence
block length by tokens. A document can be split into

&=

sentence blocks. The memory complexity of the attention
computation of block/document level encoding portions
(e.g., Transformer network(s), etc.) can be defined as:

) N Ny? , N Ny
b-A-LS-L-L—+b><A>< o L= LS-L—+ o -b-A-L

NZ
:[LS-N+ —z)-b-A-L
L

's

Where it can be assumed that the number of attention heads
and the number of layers are the same for the block encoding
portion and the document encoding portions of an encoding
submodel for simplicity. As such, the memory complexity of
the processing performed by the encoding submodel of the
machine-learned semantic document encoding model (e.g.,
a two level hierarchical Transformer, etc.) can be repre-
sented as

NZ
0[—z -b-A-L).
LS

Compared to the O(b-A-N*L) complexity inherent to con-
ventional transformers, usage of the machine-learned
semantic document encoding model of the present disclo-
sure therefore reduces memory and/or computational com-
plexity by a factor of L > with only performing local self-
attention over tokens in the same sentence block.

[0040] A similarity metric can be determined based at least
in part on the first document encoding and the second
document encoding (e.g., a comparison between the docu-
ment encodings, etc.). As an example, a cosine similarity
cam be determined between the pooled sequence outputs
corresponding to the two documents cos(E(d,), E(d,)) (e.g.,
the first document encoding and the second document
encoding). It should be noted that although a cosine simi-
larity can be used to determine a similarity metric between
the first document encoding and the second document
encoding, any conventional function can be utilized to
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determine a similarity between the first and second docu-
ment encodings. As an example, in some implementations
one or more final layer(s) of the machine-learned semantic
document encoding model can process the first document
encoding and the second document encoding to determine a
similarity metric that describes the semantic similarity
between the first document and the second document. For
example, the similarity metric can be or otherwise include a
binary prediction as to whether the first document and
second document are semantically similar. For another
example, the similarity metric can be or otherwise include a
predicted level of semantic similarity between the two
documents (e.g., a percentage metric, etc.).

[0041] In some implementations, the computing system
can index the first document encoding as a representation of
the first document for a search system. More particularly, the
computing system can utilize the first document encoding as
a latent embedding within a search system to facilitate
search operations for the first document. Similarly, the
computing system can index the second document encoding
as a representation of the second document for the search
system.

[0042] In some implementations, a loss function can be
evaluated that evaluates a difference between the similarity
metric and a ground truth label associated with the first
document and the second document. As an example, the loss
function can evaluate a binary cross-entropy loss between
the semantic similarity metric and the ground truth matching
label. In some implementations, one or more parameters of
the machine-learned semantic document encoding model
can be adjusted based at least in part on the loss function. As
an example, the loss function can be backpropagated
through the machine-learned semantic document encoding
model to determine values associated with one or more
parameters of the model to be updated. The one or more
parameters can be updated to reduce the difference evaluated
by the loss function (e.g., using an optimization procedure,
such as a gradient descent algorithm). It should be noted that
the ground truth label associated with the documents can be
derived based on various characteristics of the documents.
As an example, the ground truth label may evaluate com-
monalities between the various documents (e.g., citations,
hyperlinks, click data, historical browsing data, etc.).
[0043] In some implementations, the machine-learned
semantic document encoding model can be trained prior to
processing of textual blocks (e.g., “pre-trained”). More
particularly, a plurality of textual training blocks can be
obtained from one or more training documents. Each of the
plurality of textual training blocks can include one or more
sentences from the one or more training documents. As an
example, sentences of the textual training documents can be
parsed to the plurality of textual training blocks in the same
or a substantially similar manner as the first and second
documents were parsed to the first and second training
blocks.

[0044] In some implementations, after obtaining the plu-
rality of textual training blocks, one or more sentences of a
textual training block can be masked to obtain a masked
training block. Alternatively, in some implementations, the
plurality of textual training blocks can be processed with a
block encoding portion of an encoding submodel (e.g., the
first encoding submodel, the second encoding submodel,
etc.) of the machine-learned semantic document encoding
model to obtain a respective plurality of textual block
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representations. One or more sentences of a textual block
representation can be masked to obtain a masked block
representation.

[0045] In some implementations, masking one or more
sentences of the masked block representation (or the textual
training block) can include masking one word of each of the
one or more sentences (e.g., replacing the word with a
masking token, etc.). As an example, each sentence of the
masked block representation can be replaced with a respec-
tive masking token. As such, the masked block representa-
tion can include a plurality of sentences that are each fully
masked, or may include a plurality of sentences where one
word of one sentence is masked. It should be noted that the
level of sentence masking can be adjusted over a number of
training iterations.

[0046] More particularly, let D={h;, h,, .. ., hLd}denote a
sequence of textual block representations obtained from
processing a respective sequence of textual training blocks
using the block encoding portion of an encoding submodel
of the machine-learned semantic document encoding model
(e.g., a sentence level transformer, etc.). For each training
document in a current training batch, m sentence blocks can

be randomly sampled such that M ={h,h,e R” ke K 1,
and these sampled sentence blocks can be replaced with a
randomly initialized masked sentence block vector he R,
For example, if the 3rd and 5th sentence block are randomly
selected for masking, the masked document becomes
D={h,, h,, h, hy, h, h, . . ., h, }. This dynamic sampling
process can be repeated for every document in a batch in
each step, so that the same document may get different
masked sentence block positions in different steps. This
dynamic masking strategy can enable the model to predict a
larger range of sentence blocks in a document compared
with the opposite static masking.

[0047] In some implementations, the one or more masked
sentences of the masked block representation can be added
to a corpus of candidate sentences. The corpus of candidate
sentences can include a plurality of masked sentences from
the one or more training documents. As an example, sen-
tences from each of the one or more training documents can
be masked over a number of training iterations. The corpus
of candidate sentences can include every masked sentence
from each of the one or more training documents, and can
also include the one or more masked sentences of the
masked block representation. In such fashion, the corpus of
candidate sentences can facilitate classification of the
masked sentences as a multi-class classification problem.
[0048] In some implementations, the plurality of textual
block representations can be processed with a document
encoding portion of an encoding submodel (e.g., a first
encoding submodel, second encoding submodel, etc.) of the
machine-learned semantic document encoding model to
obtain a respective plurality of contextual block represen-
tations. The contextual block representation for the masked
training block can include a multi-class classification output
that includes a predicted similarity between the masked
training block and each of a plurality of additional masked
training blocks from the training batch. Processing and
obtaining the multi-class classification output will be dis-
cussed in greater detail with regards to FIG. 4.

[0049] More particularly, to perform prediction of the
masked block representation, a multi-class sentence block
classification setting can be considered. To facilitate this
classification, all masked sentences of all masked sentence
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blocks can be collected in a batch as a corpus of candidate
sentences from which the machine-learned semantic docu-
ment encoding model can try to predict the correct sentence
block. As an example, for each masked sentence block
position, the original sentence block in the current position
can be utilized as a positive example, and the other co-
masked sentence blocks in the current document and in the
other documents of the same batch can be utilized as the
negative examples.

[0050] As an example, the document encoding portion of
an encoding submodel of the machine-learned semantic
document encoding model can process the masked docu-
ment D to get a sequence of contextual sentence block
representations {S,, S, ..., St S, can be used to predict
the original sentence block representation h,. Given a batch
of B masked sentence blocks with the predicted sentence
block representation Se R ## and the ground truth sentence
block representation he R® where B=bxm, a pairwise
similarity matrix can be computed for every masked sen-
tence block pair in the current batch as:

Sim($,h)=SH"

where Sim(S, h)e R and where Sim(gj, h,) can be the
predicted similarity between the j-th predicted sentence
block representation and the i-th sentence block class. In
some implementations, this can be normalized with a soft-
max function to transform it to the predicted probability for
the the i-th sentence block class as follows:

exp(Sim(Sj, h,v))

Zilexp(Sim(Sj, h,))

Pl 8)) =

[0051] As such, all the sentence blocks {h,}, where re[1,
B], r#j, can be treated as randomly sampled negative classes
for § - In some implementations, a pre-training loss function
can be evaluated that evaluates a difference between the
multi-class classification for the masked block representa-
tion and ground truth data associated with the masked block
representation and the corpus of candidate sentences. More
particularly, the cross-entropy loss can be computed over all
masked sentence blocks and the pre-training loss function:

-Eprerrain = Lsp + -Ewp

where £, and L, denote the masked sentence block
prediction loss and the masked word prediction loss respec-
tively. In some implementations, one or more parameters of
the machine-learned semantic document encoding model
can be adjusted based at least in part on the pre-training loss
function.

[0052] In some implementations, the similarity metric can
be utilized for additional downstream tasks (e.g., machine
learning tasks, etc.). As an example, the similarity metric can
be utilized to cluster at least one of the first and second
documents (e.g., k-means clustering, hierarchical clustering,
etc.). As another example, the similarity metric can be
utilized to classify at least one of the first document and the
second documents. As yet another example, the similarity
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metric itself can serve as an input to an additional machine-
learned model. In such fashion, the similarity metric can be
utilized for a variety of tasks ranging from indexing, clas-
sification, and clustering of documents.

[0053] The present disclosure provides a number of tech-
nical effects and benefits. As one technical effect and benefit,
the systems and methods of the present disclosure provide a
computationally efficient method to predict the semantic
similarity between two documents. For example, prediction
of semantic similarity between documents benefits a large
family of applications, including but not limited to ad-hoc
retrieval, question answering and recommender systems.
However, conventional machine-learning models for seman-
tic prediction are generally limited to short portions of text
content (e.g., one or two sentences, etc.) due to the prohibi-
tive computational expenses associated with the quadratic
computational complexity of these conventional models.
Conversely, the systems and methods of the present disclo-
sure provide a computationally efficient method to predict
semantic similarity between entire documents (e.g., poten-
tially thousands of sentences, etc.), therefore significantly
reducing the computational resources required to perform
semantic matching between documents. Thus, versus past
prediction techniques, the present disclosure can be utilized
to predict semantic similarity between long documents, and
can further result in savings of resources such as memory
usage, network bandwidth usage, etc.

[0054] With reference now to the Figures, example
embodiments of the present disclosure will be discussed in
further detail.

Example Devices and Systems

[0055] FIG. 1A depicts a block diagram of an example
computing system 100 that performs prediction of semantic
similarity between documents according to example
embodiments of the present disclosure. The system 100
includes a user computing device 102, a server computing
system 130, and a training computing system 150 that are
communicatively coupled over a network 180.

[0056] The user computing device 102 can be any type of
computing device, such as, for example, a personal com-
puting device (e.g., laptop or desktop), a mobile computing
device (e.g., smartphone or tablet), a gaming console or
controller, a wearable computing device, an embedded com-
puting device, or any other type of computing device.
[0057] The user computing device 102 includes one or
more processors 112 and a memory 114. The one or more
processors 112 can be any suitable processing device (e.g.,
a processor core, a microprocessor, an ASIC, a FPGA, a
controller, a microcontroller, etc.) and can be one processor
or a plurality of processors that are operatively connected.
The memory 114 can include one or more non-transitory
computer-readable storage mediums, such as RAM, ROM,
EEPROM, EPROM, flash memory devices, magnetic disks,
etc., and combinations thereof. The memory 114 can store
data 116 and instructions 118 which are executed by the
processor 112 to cause the user computing device 102 to
perform operations.

[0058] In some implementations, the user computing
device 102 can store or include one or more machine-
learned semantic document encoding models 120. For
example, the machine-learned semantic document encoding
models 120 can be or can otherwise include various
machine-learned models such as transformer models, neural
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networks (e.g., deep neural networks) or other types of
machine-learned models, including non-linear models and/
or linear models. Neural networks can include feed-forward
neural networks, recurrent neural networks (e.g., long short-
term memory recurrent neural networks), convolutional
neural networks or other forms of neural networks. Example
machine-learned semantic document encoding models 120
are discussed with reference to FIGS. 1-4.

[0059] In some implementations, the one or more
machine-learned semantic document encoding models 120
can be received from the server computing system 130 over
network 180, stored in the user computing device memory
114, and then used or otherwise implemented by the one or
more processors 112. In some implementations, the user
computing device 102 can implement multiple parallel
instances of a single machine-learned semantic document
encoding model 120 (e.g., to perform parallel semantic
document encoding across multiple instances of the
machine-learned semantic document encoding model).

[0060] More particularly, the machine-learned semantic
document encoding model 120 can be utilized to predict a
semantic similarity between two documents. As an example,
two documents can be obtained that each include a plurality
of sentences (e.g., via network(s) 180, etc.). The two docu-
ments can respectively be parsed into a plurality of first
textual blocks and a plurality of second textual blocks (e.g.,
each block containing sentences(s) from a respective docu-
ment, etc.). The machine-learned semantic document encod-
ing model 120 can include a first encoding submodel and a
second encoding submodel (e.g., two “towers” of a siamese
transformer network, etc.). Both of the first and the second
encoding submodels (e.g., first and second transformer
neural networks, etc.) can include a block encoder portion
and a document encoder portion that are configured to
process textual blocks in a hierarchical fashion. The
machine-learned semantic document encoding model 120
can obtain the first and second textual blocks, and the first
textual blocks and the second textual blocks can be respec-
tively processed using the block encoder portions of the first
and second encoding submodels to obtain first textual block
representations and second textual block representations.
Next, the first textual block representations and the second
textual block representations can be respectively processed
with the document encoder portions of the first and second
encoding submodels to obtain first contextual block repre-
sentations and second contextual block representations. A
first and second document encoding can be respectively
determined from the first contextual block representations
and the second contextual block representations, and a
similarity metric can be determined based on the first and
second document encodings. In such fashion, by utilizing a
hierarchical submodel structure, the machine-learned
semantic document encoding model 120 can localize the
dependencies between textual segments (e.g., sentences) to
those included in a textual block and/or among textual
blocks, therefore significantly reducing the quadratic com-
plexity associated with semantic analysis of documents
(e.g., attention computation between textual segments, etc.).

[0061] Additionally, or alternatively, one or more
machine-learned semantic document encoding models 140
can be included in or otherwise stored and implemented by
the server computing system 130 that communicates with
the user computing device 102 according to a client-server
relationship. For example, the machine-learned semantic
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document encoding models 140 can be implemented by the
server computing system 130 as a portion of a web service
(e.g., a document-level semantic similarity prediction ser-
vice). Thus, one or more models 120 can be stored and
implemented at the user computing device 102 and/or one or
more models 140 can be stored and implemented at the
server computing system 130.

[0062] The user computing device 102 can also include
one or more user input component 122 that receives user
input. For example, the user input component 122 can be a
touch-sensitive component (e.g., a touch-sensitive display
screen or a touch pad) that is sensitive to the touch of a user
input object (e.g., a finger or a stylus). The touch-sensitive
component can serve to implement a virtual keyboard. Other
example user input components include a microphone, a
traditional keyboard, or other means by which a user can
provide user input.

[0063] The server computing system 130 includes one or
more processors 132 and a memory 134. The one or more
processors 132 can be any suitable processing device (e.g.,
a processor core, a microprocessor, an ASIC, a FPGA, a
controller, a microcontroller, etc.) and can be one processor
or a plurality of processors that are operatively connected.
The memory 134 can include one or more non-transitory
computer-readable storage mediums, such as RAM, ROM,
EEPROM, EPROM,; flash memory devices, magnetic disks,
etc., and combinations thereof. The memory 134 can store
data 136 and instructions 138 which are executed by the
processor 132 to cause the server computing system 130 to
perform operations.

[0064] In some implementations, the server computing
system 130 includes or is otherwise implemented by one or
more server computing devices. In instances in which the
server computing system 130 includes plural server com-
puting devices, such server computing devices can operate
according to sequential computing architectures, parallel
computing architectures, or some combination thereof.
[0065] As described above, the server computing system
130 can store or otherwise include one or more machine-
learned semantic document encoding models 140. For
example, the models 140 can be or can otherwise include
various machine-learned models. Example machine-learned
models include neural networks or other multi-layer non-
linear models. Example neural networks include feed for-
ward neural networks, deep neural networks, recurrent neu-
ral networks, and convolutional neural networks. Example
models 140 are discussed with reference to FIGS. 2-4.
[0066] The user computing device 102 and/or the server
computing system 130 can train the models 120 and/or 140
via interaction with the training computing system 150 that
is communicatively coupled over the network 180. The
training computing system 150 can be separate from the
server computing system 130 or can be a portion of the
server computing system 130.

[0067] The training computing system 150 includes one or
more processors 152 and a memory 154. The one or more
processors 152 can be any suitable processing device (e.g.,
a processor core, a microprocessor, an ASIC, a FPGA, a
controller, a microcontroller, etc.) and can be one processor
or a plurality of processors that are operatively connected.
The memory 154 can include one or more non-transitory
computer-readable storage mediums, such as RAM, ROM,
EEPROM, EPROM,; flash memory devices, magnetic disks,
etc., and combinations thereof. The memory 154 can store
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data 156 and instructions 158 which are executed by the
processor 152 to cause the training computing system 150 to
perform operations. In some implementations, the training
computing system 150 includes or is otherwise implemented
by one or more server computing devices.

[0068] The training computing system 150 can include a
model trainer 160 that trains the machine-learned models
120 and/or 140 stored at the user computing device 102
and/or the server computing system 130 using various
training or learning techniques, such as, for example, back-
wards propagation of errors. For example, a loss function
can be backpropagated through the model(s) to update one
or more parameters of the model(s) (e.g., based on a gradient
ofthe loss function). Various loss functions can be used such
as mean squared error, likelihood loss, cross entropy loss,
hinge loss, and/or various other loss functions. Gradient
descent techniques can be used to iteratively update the
parameters over a number of training iterations.

[0069] In some implementations, performing backwards
propagation of errors can include performing truncated
backpropagation through time. The model trainer 160 can
perform a number of generalization techniques (e.g., weight
decays, dropouts, etc.) to improve the generalization capa-
bility of the models being trained.

[0070] In particular, the model trainer 160 can train the
machine-learned semantic document encoding models 120
and/or 140 based on a set of training data 162. More
particularly, the model trainer 160 can also “pre-train” the
machine-learned semantic document encoding models 120
and/or 140 using the training data 162. As an example, the
training data 162 can include a plurality of training docu-
ments that each include a plurality of sentences.

[0071] In some implementations, if the user has provided
consent, the training examples can be provided by the user
computing device 102. Thus, in such implementations, the
model 120 provided to the user computing device 102 can be
trained by the training computing system 150 on user-
specific data received from the user computing device 102.
In some instances, this process can be referred to as per-
sonalizing the model.

[0072] The model trainer 160 includes computer logic
utilized to provide desired functionality. The model trainer
160 can be implemented in hardware, firmware, and/or
software controlling a general purpose processor. For
example, in some implementations, the model trainer 160
includes program files stored on a storage device, loaded
into a memory and executed by one or more processors. In
other implementations, the model trainer 160 includes one
or more sets of computer-executable instructions that are
stored in a tangible computer-readable storage medium such
as RAM hard disk or optical or magnetic media.

[0073] The network 180 can be any type of communica-
tions network, such as a local area network (e.g., intranet),
wide area network (e.g., Internet), or some combination
thereof and can include any number of wired or wireless
links. In general, communication over the network 180 can
be carried via any type of wired and/or wireless connection,
using a wide variety of communication protocols (e.g.,
TCP/IP, HTTP, SMTP, FTP), encodings or formats (e.g.,
HTML, XML), and/or protection schemes (e.g., VPN,
secure HTTP, SSL).

[0074] FIG. 1A illustrates one example computing system
that can be used to implement the present disclosure. Other
computing systems can be used as well. For example, in
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some implementations, the user computing device 102 can
include the model trainer 160 and the training dataset 162.
In such implementations, the models 120 can be both trained
and used locally at the user computing device 102. In some
of such implementations, the user computing device 102 can
implement the model trainer 160 to personalize the models
120 based on user-specific data.

[0075] FIG. 1B depicts a block diagram of an example
computing device 10 that performs prediction of semantic
similarity between documents according to example
embodiments of the present disclosure. The computing
device 10 can be a user computing device or a server
computing device.

[0076] The computing device 10 includes a number of
applications (e.g., applications 1 through N). Each applica-
tion contains its own machine learning library and machine-
learned model(s). For example, each application can include
a machine-learned model. Example applications include a
text messaging application, an email application, a dictation
application, a virtual keyboard application, a browser appli-
cation, etc.

[0077] As illustrated in FIG. 1B, each application can
communicate with a number of other components of the
computing device, such as, for example, one or more sen-
sors, a context manager, a device state component, and/or
additional components. In some implementations, each
application can communicate with each device component
using an API (e.g., a public API). In some implementations,
the API used by each application is specific to that applica-
tion.

[0078] FIG. 1C depicts a block diagram of an example
computing device 50 that performs training of a machine-
learned semantic document encoding model according to
example embodiments of the present disclosure. The com-
puting device 50 can be a user computing device or a server
computing device.

[0079] The computing device 50 includes a number of
applications (e.g., applications 1 through N). Each applica-
tion is in communication with a central intelligence layer.
Example applications include a text messaging application,
an email application, a dictation application, a virtual key-
board application, a browser application, etc. In some imple-
mentations, each application can communicate with the
central intelligence layer (and model(s) stored therein) using
an API (e.g., a common API across all applications).
[0080] The central intelligence layer includes a number of
machine-learned models. For example, as illustrated in FIG.
1C, a respective machine-learned model (e.g., a model) can
be provided for each application and managed by the central
intelligence layer. In other implementations, two or more
applications can share a single machine-learned model. For
example, in some implementations, the central intelligence
layer can provide a single model (e.g., a single model) for all
of the applications. In some implementations, the central
intelligence layer is included within or otherwise imple-
mented by an operating system of the computing device 50.
[0081] The central intelligence layer can communicate
with a central device data layer. The central device data layer
can be a centralized repository of data for the computing
device 50. As illustrated in FIG. 1C, the central device data
layer can communicate with a number of other components
of the computing device, such as, for example, one or more
sensors, a context manager, a device state component, and/or
additional components. In some implementations, the cen-
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tral device data layer can communicate with each device
component using an API (e.g., a private API).

Example Model Arrangements

[0082] FIG. 2 depicts a block diagram of an example
machine-learned semantic document encoding model 200
according to example embodiments of the present disclo-
sure. In some implementations, the machine-learned seman-
tic document encoding model 200 is trained to receive a set
of input data 204 descriptive of a document and, as a result
of receipt of the input data 204, provide output data 206
descriptive of a document encoding corresponding to the
document. Further, the machine-learned semantic document
encoding model 200 can include a first document encoding
submodel and a second document encoding submodel. Thus,
in some implementations, the machine-learned semantic
document encoding model 200 can include a document
encoding submodel 202 that is operable to process the input
data 204 (e.g., a document, etc.) to obtain output data 206
including a document encoding that is representative of the
document included in the input data 204.

[0083] FIG. 3 depicts a block diagram of an example
submodel of a machine-learned semantic document encod-
ing model 300 according to example embodiments of the
present disclosure. The machine-learned semantic document
encoding model 300 is similar to machine-learned semantic
document encoding model 200 of FIG. 2 except that
machine-learned semantic document encoding model 300
further includes the block encoding portion 302 and the
document encoding portion 304 of the encoding submodel
202.

[0084] More particularly, the input data 204 can be
descriptive of a plurality of textual blocks. Each of the
textual blocks can be processed using the block encoding
portion 302 of the encoding submodel 202 to obtain a
respective plurality of first textual block representations 303.
The respective plurality of first textual block representations
303 can be processed with the document encoding portion
304 of the first encoding submodel 202 to obtain a document
encoding 206.

[0085] FIG. 4A depicts a block diagram of an example
dual-submodel machine-learned semantic document encod-
ing model architecture according to example embodiments
of the present disclosure. The machine-learned semantic
document encoding model 400 is similar to machine-learned
semantic document encoding model 300 of FIG. 3 except
that machine-learned semantic document encoding model
400 further includes a first encoding submodel 402A and a
second encoding submodel 402B, which respectively
include a block encoding portion 404A/404B and a docu-
ment encoding portion 406A/406B.

[0086] More particularly, the input data 403A can include
a first document and the input data 403B can include a
second document. The first document 403A can contain a
plurality of first sentences and the second document 403B
can include a plurality of second sentences. To process the
documents hierarchically, the first document 403A can be
parsed into a plurality of first textual blocks, and the second
document 403B can be parsed into a plurality of second
textual blocks. Each of the first and second textual blocks
can include one or more sentences from the first and second
documents. As an example, the first document 403 A can be
a document that includes a plurality of first sentences, and
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each of the plurality of first textual blocks can include a
distinct subset of the plurality of first sentences.

[0087] Each of the plurality of first textual blocks from the
first document 403A can be processed with the machine-
learned semantic document encoding model 400. More
particularly, the machine-learned semantic document encod-
ing model 400 can include a first encoding submodel 402A
and a second encoding submodel 402B. Both the first
encoding submodel 402A and the second encoding sub-
model 402B can respectively include a block encoding
portion 404A/404B and a document encoding portion 406 A/
406B. As an example, the machine-learned semantic docu-
ment encoding model 400 can be or otherwise include a
siamese neural network architecture, where each of the first
and second encoding submodels 402A/402B can be a trans-
former-based hierarchical encoder. Each of the transformer-
based hierarchical encoders (e.g., the first and second encod-
ing submodels 402A/402B) can be configured to learn a
block level (e.g., sentence level) and document level repre-
sentation of the documents.

[0088] The first encoding submodel 402A and the second
encoding submodel 402B can respectively process the first
document 403 A and the second documents 403B (e.g., their
associated pluralities of textual blocks, etc.) in a hierarchical
fashion. As an example, the block encoding portion 404 A of
the first encoding submodel 402A can first process each of
the sentences of the plurality of first textual blocks from the
first document 403 A. Next, the document encoding portion
406A can process the output of the block encoding portion
404A to obtain a final document representation 408A. Simi-
larly, the block encoding portion 404B of the second encod-
ing submodel 402B can process each of the sentences of the
plurality of second textual blocks from the second document
403B. Next, the document encoding portion 406B of the
second document encoding submodel 402B can process the
output of the block encoding portion 404B to obtain a final
document representation 408B.

[0089] More particularly, each of the first textual blocks of
first document 403A can be processed using the block
encoding portion 404 A of the first encoding submodel 402A
to obtain a respective plurality of first textual block repre-
sentations 405B. Similarly, each of the second textual blocks
of the second document 403B can be processed using the
block encoding portion 404B of the second encoding sub-
model 402B to obtain a respective plurality of second textual
block representations 405B. After obtaining the first plural-
ity of textual block representations 405A and the second
plurality of textual block representations 405B, both can be
respectively processed by the machine-learned semantic
document encoding model 400. More particularly, the docu-
ment encoding portion 406 A of the first encoding submodel
402A can be used to process the plurality of first textual
block representations 405 A to obtain a first document encod-
ing 408A. Similarly, the document encoding portion 4068 of
the second encoding submodel 402B can be used to process
the plurality of second textual block representations 405B to
obtain a second document encoding 408B.

[0090] The semantic similarity determinator 410 can be
used to determine a semantic similarity metric 412 descrip-
tive of a semantic similarity between the first document
403A and the second document 403B. The semantic simi-
larity metric 412 can be based on the first document encod-
ing 408A and the second document encoding 408B. As an
example, a cosine similarity can be determined by the
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semantic similarity determinator 410 between the pooled
sequence output corresponding to the two documents encod-
ings cos(E(d,), E(d,) (e.g., the first document encoding
408 A and the second document encoding 408B). It should be
noted that although a cosine similarity can be used to
determine the similarity metric 412 between the first docu-
ment encoding 408A and the second document encoding
408B, any conventional function can be utilized to deter-
mine a similarity between the first and second document
encodings 408A/408B.

[0091] FIG. 4B depicts a block diagram of an example
encoding submodel 400B of a machine-learned semantic
document encoding model architecture according to
example embodiments of the present disclosure. The encod-
ing submodel 400B can include a block encoding portion
454 and a document encoding portion 462. More particu-
larly, a document can be parsed into a plurality of textual
blocks 452. Further, the position of each textual block within
the document can be represented by a position embedding
450. The block encoding portion 454 of the encoding
submodel (e.g., a sentence level transformer, etc.) can trans-
form the token embeddings 452, alongside the position
embeddings 450, into a sequence of textual block represen-
tations 460.

[0092] More particularly, the block encoding portion 454
can process the token embeddings 452 and the position
embeddings 450 to obtain a sentence token representation
for each sentence of the textual blocks 452. At least one of
these sentence token representations can be processed using
one or more dense layer(s) 458 to obtain textual block
representations 460 for each of the textual blocks 452. As an
example, for a first sentence of a first textual block 452, the
sentence token 456 corresponding to the first sentence can
be processed using the dense layer(s) 458 (e.g., according to
an L2 normalization function, etc.) to obtain a textual block
representation 460 for the textual block 452 of the sentence.
The textual block representation can be or otherwise include
a combination of the sentence token 456 and position
embedding 450 corresponding to the sentence. Each of the
textual block representations 460 can be processed using the
document encoding portion 462 to respectively obtain con-
textual block representations 464.

[0093] FIG. 5 depicts a data flow diagram for a method
500 for pre-training a machine-learned semantic document
encoding model. One or more training document(s) 502 of
a training batch can be obtained. A plurality of textual
training blocks 504A-504D can be obtained from the one or
more training documents 502. Each of the plurality of
textual training blocks 504A-504D can include one or more
sentences from the one or more training documents 502. As
an example, block 504A can include sentences S1-S3 from
the training document(s) 502, block 504B can include sen-
tences S4-S6 from the training document(s) 502, block 504C
can include sentences S7-S9 from the training document(s)
502, and block 504D can include sentences S10-S12 from
the training document(s) 502.

[0094] After obtaining the plurality of textual training
blocks 504A-504D, the plurality of textual training blocks
504 A-504D can be processed with a block encoding portion
of an encoding submodel 506 (e.g., the first encoding
submodel, the second encoding submodel, etc.) of the
machine-learned semantic document encoding model to
obtain a respective plurality of textual block representations
508A-508D. Each of the plurality of textual block represen-
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tations 508A-508D can include the sentences of the textual
blocks 504A-504D. For example, textual block representa-
tion 508A of textual block 504A can include sentences S1,
S2, and S3 (e.g., or an encoded representation of the
sentences, etc.).

[0095] Sentence(s) of one or more of the textual block
representations 504A-504D can be masked during sentence
level masking 510 to obtain a masked block representation
(e.g., masked block representation 512. For example, it can
be determined that only textual block representation 508 A of
the plurality of block representations 508A-508D will be
masked during sentence-level masking 510. A mask can be
applied to sentence S1 of textual block representation 508A
(e.g., replacing the word with a masking token, etc.) during
sentence-level masking 510 to obtain a masked block rep-
resentation 512 of the textual block representation S08A.
[0096] The masked sentence S1 of the masked block
representation 512 can be added to a corpus of candidate
sentences 514. The corpus of candidate sentences can
include a plurality of masked sentences from the one or more
training documents 502. As an example, sentences from
each of the one or more training documents 502 can be
masked over a number of training iterations (e.g., S17, S85,
S27, S14, S92, etc.). The corpus of candidate sentences 514
can include every masked sentence from each of the one or
more training documents 502 (e.g., S17, S85, S27, S14, S92,
etc.), and can also include the masked sentence of the
masked block representation 512 (e.g., S1). In such fashion,
the corpus of candidate sentences 514 can facilitate classi-
fication of the masked sentences as a multi-class classifica-
tion problem.

[0097] The masked block representation 512 and the plu-
rality of textual block representations 508B-508D can be
processed with a document encoding portion of an encoding
submodel 516 (e.g., a first encoding submodel, second
encoding submodel, etc.) of a machine-learned semantic
document encoding model to obtain a respective plurality of
contextual block representations 520B-520D. Additionally,
the output associated with processing the masked block
representation 512 can be or otherwise include a multi-class
classification output 518 that includes a predicted similarity
between the masked sentence of the masked training block
512 and each of the masked sentences of the corpus of
candidate sentences 514. As an example, the multi-class
classification 518 can describe a predicted classification of
the masked sentence of masked block representation 512 as
each of the sentences included in the corpus of candidate
sentences 514. A difference between the multi-class classi-
fication 518 and a ground truth label associated with the
corpus of candidate sentences 514 can be evaluated by loss
function 522. Based on the loss function, parameter adjust-
ment(s) 524 can be determined and applied to the machine-
learned semantic document encoding model (e.g., block
encoding portion 506, document encoding portion 516, etc.).

Example Methods

[0098] FIG. 6 depicts a flow chart diagram of an example
method 600 to perform prediction of semantic similarity
between documents according to example embodiments of
the present disclosure. Although FIG. 6 depicts steps per-
formed in a particular order for purposes of illustration and
discussion, the methods of the present disclosure are not
limited to the particularly illustrated order or arrangement.
The various steps of the method 600 can be omitted,
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rearranged, combined, and/or adapted in various ways with-
out deviating from the scope of the present disclosure.
[0099] At 602, a computing system can obtain a first
document and a second document. More particularly, the
computing system can obtain a first document comprising a
plurality of first sentences and a second document compris-
ing a plurality of second sentences.

[0100] At 604, the computing system can parse the first
document into a plurality of first textual blocks and the
second document into a plurality of second textual blocks.
More particularly, the computing system can parse the first
document into a plurality of first textual blocks and the
second document into a plurality of second textual blocks,
wherein each of the plurality of first textual blocks com-
prises one or more of the plurality of first sentences and each
of the plurality of second textual blocks comprises one or
more of the plurality of second sentences.

[0101] At 606, the computing system can process the first
textual blocks with a block encoding portion of a first
encoding submodel of a machine-learned semantic docu-
ment encoding model to obtain first textual block represen-
tations. More particularly, the computing system can process
each of the plurality of first textual blocks with a block
encoding portion of a first encoding submodel of a machine-
learned semantic document encoding model to obtain a
respective plurality of first textual block representations.
[0102] At 608, the computing system can process the
second textual blocks with a block encoding portion of a
second encoding submodel of the machine-learned semantic
document encoding model to obtain second textual block
representations. More particularly, the computing system
can process each of the plurality of second textual blocks
with a block encoding portion of a second encoding sub-
model of the machine-learned semantic document encoding
model to obtain a respective plurality of second textual
block representations.

[0103] At 610, the computing system can process the
textual block representations with document encoding por-
tions of the encoding submodels to obtain a first and second
document encodings. More particularly, the computing sys-
tem can respectively process, by the computing system, the
plurality of first textual block representations and the plu-
rality of second textual block representations with a docu-
ment encoding portion of the first encoding submodel and a
document encoding portion of the second encoding sub-
model to obtain a first document encoding and a second
document encoding.

[0104] At 612, the computing system can determine a
similarity metric for the documents. More particularly, the
computing system can determine a similarity metric descrip-
tive of a semantic similarity between the first document and
the second document based on the first document encoding
and the second document encoding.

ADDITIONAL DISCLOSURE

[0105] The technology discussed herein makes reference
to servers, databases, software applications, and other com-
puter-based systems, as well as actions taken and informa-
tion sent to and from such systems. The inherent flexibility
of computer-based systems allows for a great variety of
possible configurations, combinations, and divisions of tasks
and functionality between and among components. For
instance, processes discussed herein can be implemented
using a single device or component or multiple devices or
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components working in combination. Databases and appli-
cations can be implemented on a single system or distributed
across multiple systems. Distributed components can oper-
ate sequentially or in parallel.

[0106] While the present subject matter has been
described in detail with respect to various specific example
embodiments thereof, each example is provided by way of
explanation, not limitation of the disclosure. Those skilled in
the art, upon attaining an understanding of the foregoing,
can readily produce alterations to, variations of, and equiva-
lents to such embodiments. Accordingly, the subject disclo-
sure does not preclude inclusion of such modifications,
variations and/or additions to the present subject matter as
would be readily apparent to one of ordinary skill in the art.
For instance, features illustrated or described as part of one
embodiment can be used with another embodiment to yield
a still further embodiment. Thus, it is intended that the
present disclosure cover such alterations, variations, and
equivalents.

1-20. (canceled)
21. A computer-implemented method, comprising:
obtaining, by a computing system comprising one or more
computing devices, a first document comprising a
plurality of first textual blocks and a second document
comprising a plurality of second textual blocks;

processing, by the computing system, the plurality of first
textual blocks with a first hierarchical transformer
model of a machine-learned semantic document encod-
ing model to obtain a respective plurality of first textual
block representations;

processing, by the computing system, the plurality of

second textual blocks with the first hierarchical trans-
former model of the machine-learned semantic docu-
ment encoding model to obtain a respective plurality of
second textual block representations;

processing, by the computing system, the plurality of first

textual block representations with a second hierarchical
transformer model of the machine-learned semantic
document encoding model to obtain a first document
representation;

processing, by the computing system, the plurality of

second textual block representations with the second
hierarchical transformer model of the machine-learned
semantic document encoding model to obtain a second
document representation; and

determining, by the computing system, a similarity metric

descriptive of a semantic similarity between the first
document and the second document based on the first
document encoding and the second document encod-
ing.

22. The computer-implemented method of claim 21,
wherein the first encoding model comprises a multi-head
self-attention mechanism.

23. The computer-implemented method of claim 21,
wherein processing each of the plurality of first textual
blocks with the sentence encoding portion of the first
encoding submodel comprises:

for each of the plurality of first textual blocks:

processing, by the computing system, a respective first
textual block with the first hierarchical transformer
model to obtain sentence tokens respectively corre-
sponding to words in each of one or more first
sentences of the respective first textual block; and
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concatenating, by the computing system, a first sen-
tence token of the sentence tokens with a position
embedding corresponding to the first sentence token
to obtain a first textual block representation for the
respective first textual block.

24. The computer-implemented method of claim 23,
wherein each of the sentence tokens comprises an attentional
weight.

25. The computer-implemented method of claim 23,
wherein processing the plurality of first textual block rep-
resentations with the second hierarchical transformer model
of the machine-learned semantic document encoding model
to obtain the first document representation comprises:

determining, by the computing system based at least in

part on the attentional weights of the sentence tokens of
each of the plurality of first textual blocks, a weighted
sum of the plurality of first textual block representa-
tions; and

concatenating, by the computing system, the weighted

sum and the contextual block representation associated
with at least one first textual block of the plurality of
first textual blocks to determine the first document
encoding.

26. The computer-implemented method of claim 21,
wherein the method further comprises:

evaluating, by the computing system, a loss function that

evaluates a difference between the similarity metric and
ground truth data associated with the first document
and the second document; and

adjusting, by the computing system, one or more param-

eters of the machine-learned semantic document
encoding model based at least in part on the loss
function.

27. The computer-implemented method of claim 21,
wherein the similarity metric comprises:

a binary prediction whether the first document and the

second document are semantically similar; or

a predicted level of semantic similarity between the two

documents.

28. The computer-implemented method of claim 21,
wherein the method further comprises indexing, by the
computing system for a search system, the first document
encoding as a representation of the first document.

29. A computing system, comprising:

one or more processors; and

one or more tangible, non-transitory computer readable

media storing computer-readable instructions that

when executed by the one or more processors cause the

one or more processors to perform operations, the

operations comprising:

obtaining a first document comprising a plurality of
first textual blocks and a second document compris-
ing a plurality of second textual blocks;

processing the plurality of first textual blocks with a
first hierarchical transformer model of a machine-
learned semantic document encoding model to
obtain a respective plurality of first textual block
representations;

processing the plurality of second textual blocks with
the first hierarchical transformer model of the
machine-learned semantic document encoding
model to obtain a respective plurality of second
textual block representations;
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processing the plurality of first textual block represen-
tations with a second hierarchical transformer model
of the machine-learned semantic document encoding
model to obtain a first document representation;
processing the plurality of second textual block repre-
sentations with the second hierarchical transformer
model of the machine-learned semantic document
encoding model to obtain a second document repre-
sentation; and
determining a similarity metric descriptive of a seman-
tic similarity between the first document and the
second document based on the first document encod-
ing and the second document encoding.
30. The computing system of claim 29, wherein the first
encoding model comprises a multi-head self-attention
mechanism.
31. The computing system of claim 29, wherein process-
ing each of the plurality of first textual blocks with the
sentence encoding portion of the first encoding submodel
comprises:
for each of the plurality of first textual blocks:
processing a respective first textual block with the first
hierarchical transformer model to obtain sentence
tokens respectively corresponding to words in each
of one or more first sentences of the respective first
textual block; and
concatenating a first sentence token of the sentence
tokens with a position embedding corresponding to
the first sentence token to obtain a first textual block
representation for the respective first textual block.
32. The computing system of claim 31, wherein each of
the sentence tokens comprises an attentional weight.
33. The computing system of claim 31, wherein process-
ing the plurality of first textual block representations with
the second hierarchical transformer model of the machine-
learned semantic document encoding model to obtain the
first document representation comprises:
determining, based at least in part on the attentional
weights of the sentence tokens of each of the plurality
of first textual blocks, a weighted sum of the plurality
of first textual block representations; and

concatenating the weighted sum and the contextual block
representation associated with at least one first textual
block of the plurality of first textual blocks to determine
the first document encoding.

34. The computing system of claim 29, wherein the
operations further comprise:

evaluating a loss function that evaluates a difference

between the similarity metric and ground truth data
associated with the first document and the second
document; and

adjusting one or more parameters of the machine-learned

semantic document encoding model based at least in
part on the loss function.

35. The computing system of claim 29, wherein the
similarity metric comprises:
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a binary prediction whether the first document and the

second document are semantically similar; or

a predicted level of semantic similarity between the two

documents.

36. The computing system of claim 21, wherein the
operations further comprise indexing, for a search system,
the first document encoding as a representation of the first
document.

37. One or more tangible, non-transitory computer read-
able media storing computer-readable instructions that when
executed by one or more processors cause the one or more
processors to perform operations, the operations comprising:

obtaining a first document comprising a plurality of first

textual blocks and a second document comprising a
plurality of second textual blocks;
processing the plurality of first textual blocks with a first
hierarchical transformer model of a machine-learned
semantic document encoding model to obtain a respec-
tive plurality of first textual block representations;

processing the plurality of second textual blocks with the
first hierarchical transformer model of the machine-
learned semantic document encoding model to obtain a
respective plurality of second textual block represen-
tations;
processing the plurality of first textual block representa-
tions with a second hierarchical transformer model of
the machine-learned semantic document encoding
model to obtain a first document representation;

processing the plurality of second textual block represen-
tations with the second hierarchical transformer model
of the machine-learned semantic document encoding
model to obtain a second document representation; and

determining a similarity metric descriptive of a semantic
similarity between the first document and the second
document based on the first document encoding and the
second document encoding.

38. The one or more tangible, non-transitory computer
readable media of claim 37, wherein the first encoding
model comprises a multi-head self-attention mechanism.

39. The one or more tangible, non-transitory computer
readable media of claim 37, wherein processing each of the
plurality of first textual blocks with the sentence encoding
portion of the first encoding submodel comprises:

for each of the plurality of first textual blocks:

processing a respective first textual block with the first
hierarchical transformer model to obtain sentence
tokens respectively corresponding to words in each
of one or more first sentences of the respective first
textual block; and

concatenating a first sentence token of the sentence
tokens with a position embedding corresponding to
the first sentence token to obtain a first textual block
representation for the respective first textual block.

40. The one or more tangible, non-transitory computer
readable media of claim 39, wherein each of the sentence
tokens comprises an attentional weight.

* * * * *



