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SYSTEMS AND METHODS FOR RANKING
DOCUMENTS BASED UPON
STRUCTURALLY INTERRELATED
INFORMATION

COPYRIGHT NOTICE AND PERMISSION

A portion of the disclosure of this patent document may
contain material that is subject to copyright protection. The
copyright owner has no objection to the facsimile reproduc-
tion by anyone of the patent document or the patent disclo-
sure, as it appears in the Patent and Trademark Office patent
files or records, but otherwise reserves all copyright rights
whatsoever. The following notice shall apply to this docu-
ment: Copyright© 2003, Microsoft Corp.

FIELD OF THE INVENTION

This invention relates to the ranking of documents based
upon structurally interrelated information. More particularly,
this invention relates to the ranking of Web pages based upon
hyperlink information in a manner that is resistant to nepo-
tistic, or self-serving, links.

BACKGROUND

Web search service(s) accept a query, e.g., from auser or an
application, and return a list of results, e.g., documents or
links to documents, which satisfy the query. It should be noted
that the term “document” as used herein refers to any content
that can be retrieved, and should not be construed to be
limited to files, such as word processing documents or Web
pages. To provide a satisfactory experience, this list of results
should be ordered while considering that the documents that
are most relevant to the user should appear first. A multitude
of'algorithms for ranking documents currently exist, and most
Web search engines employ several of such algorithms, and
rank the results of a query based on a combination of the ranks
assigned by the different ranking algorithms.

The multitude of existing ranking algorithms can be clas-
sified based upon whether they are query-dependent (also
called dynamic) or query-independent (also called static).
Query-dependent ranking algorithms use the terms in the
query while query-independent ranking algorithms do not;
that is, query-independent ranking algorithms assign a qual-
ity score to each document on the Web. Consequently, query-
independent ranking algorithms can advantageously be per-
formed ahead of time and do not need to be rerun whenever a
query is submitted.

Ranking algorithms can also be broadly classified into
content-based, usage-based, and link-based ranking algo-
rithms. Content-based ranking algorithms use the words in a
document to rank the document (for example, a query-depen-
dent content-based ranking algorithm might give higher
scores to documents that contain the query terms early on in
the document or in a large or boldfaced font). Usage-based
ranking algorithms rank Web pages based on an estimate of
how often they are viewed; such estimates can be produced by
examining Web proxy logs or by monitoring click-throughs
ona search engine’s results pages. Finally, link-based ranking
algorithms use the hyperlinks between Web pages to rank
Web pages.

For example, a very naive static link-based ranking algo-
rithm might assign a score to each Web page that is propor-
tional to the number of links pointing to the page (“back-
links™), with the idea being that the links from other pages
pointing to a page “endorse” that page. For instance, as shown
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2

in FIG. 1A, Web pages, A, B, C and D each contain three links
to other Web pages (“outlinks™), as represented by the black
rectangles in the Web pages. In this example, using the static
link-based ranking algorithm, page D receives a lower score
than page C because page D has no backlinks, whereas page
C has one backlink .2 from page B and one backlink [.1 from
page A. It is noted that having downloaded pages A, B, C and
D, it is deterministic how many outlinks each has, and where
they link to, because the page can be read, but there may be yet
some unknown backlinks, such as backlink LU, from some
location not yet known that cannot be factored into the algo-
rithm. The main drawback of this naive approach is that each
“endorsement” is treated equally, making it an easy system to
exploit.

PageRank is by far the most well-known query-indepen-
dent link-based ranking algorithm, and accordingly its prin-
ciples are set forth herein. PageRank builds upon the prin-
ciples of the naive static link-based system of FIG. 1A by
adding a recursive layer to the system. As illustrated in FIG.
1B, four Web pages are illustrated and the intuition of Pag-
eRank is shown. With PageRank, the score of the endorsing
page is taken into account when assigning a score to the
endorsed page. Thus, the weight of an endorsement from Web
page E (with a score of 100) influences the score given to Web
page G much more than an endorsement from Web page F
(with ascore of 9). Intuitively, one can think of the score of the
endorsing page being divided up among its endorsees.

Mathematically, the intuition of the PageRank algorithm
can be explained as follows: Assume that the set of known
Web pages and links between them induces a graph with
vertex set V (where each vertex corresponds to a Web page)
and edge set E (where each edge (u,v) corresponds to a
hyperlink from page uto pagev). Let VI denote the size of the
set V, let O(u) denote the out-degree of vertex u (that is, the
number of hyperlinks embedded in Web page u), and let p be
anumber between 0 and 1 (say, 0. 15). The PageRank R(v) of
a Web page v is defined to be:

R(u)

R = 0w

|—5|+<1—p)2

(w,v)eE

The PageRank formula is often explained as follows. Imag-
ine a Web surfer who is performing a random walk on the
Web. At every step along the walk, the surfer moves from one
Web page to another, using the following algorithm: with
some probability p, the surfer selects a Web page uniformly at
random and jumps to it; otherwise, the surfer selects one of
the outgoing hyperlinks in the current page uniformly at
random and follows it. Because of this metaphor, the number
p is sometimes called the “jump probability” —the probabil-
ity that the surfer will jump to a completely random page. If
the Web surfer jumps with probability p and there are |V] Web
pages, the probability to jump to a particular page is p/IVI.
Since any page can be reached by jumping, every page is
guaranteed a score of at least p/IVI.

PageRank scores can be used to rank query results. With all
other factors being the same, a search engine employing
PageRank will rank pages with high PageRank scores higher
than those with low scores. Since most users of search engines
examine only the first few results, operators of commercial
Web sites have a vested interest that links to their sites appear
early in the result listing, i.e., that their Web pages receive
high PageRank scores. In other words, commercial Web site
operators have an incentive to artificially increase the PageR-
ank scores of the pages on their Web sites.
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By analyzing the PageRank formula, it becomes evident
that one way to increase the PageRank score of a Web page v
is by having lots of other pages link to it. This is because the
idea that Web pages are capable of endorsing other Web pages
via their outlinks is at the heart of PageRank. If all of the pages
that link to v have low PageRank scores, each individual page
will contribute only very little. However, since every page is
guaranteed to have a minimum PageRank score of p/I V1, links
from many such low quality pages can still contribute a siz-
able total. This exposes a vulnerability of the PageRank algo-
rithm.

In practice, this vulnerability of PageRank is being
exploited by Web sites that contain a very large set of pages
whose only purpose is to “endorse” their main home page.
Typically, these endorsing pages contain a link to the page
that is to be endorsed, and another link to another endorsing
page. All the endorsing pages are created automatically on the
fly. Thus, a Web crawler, once it has stumbled across any of
the endorsing pages, continues to download more endorsing
pages (because of the fact that endorsing pages link to other
endorsing pages), thereby accumulating a large number of
them. This large number of pages, all of them endorsing a
single page, artificially inflates the PageRank score of the
page that is being endorsed. The techniques used to artifi-
cially inflate PageRank scores are colloquially known as “link
spamming” or “link spam.”

It is also known that personalized PageRank scores can
create a view of the Web from a particular perspective. For
example, by taking a user’s bookmarks and inflating the Pag-
eRank scores of those pages in the user’s bookmarks, a per-
sonalized PageRank scoring system is achieved. In essence,
the user, designating a Web page as a bookmark, has implic-
itly endorsed the Web page as one upon which the user would
like a scoring system to be based. While it is rare that a user
would select a “link spam” page as a bookmark, let alone
many “link spam” pages, the idea of personalized PageRank
does not explicitly deal with the problem of link spamming
because there is still a minimum score associated with each
link spam Web page.

Thus, while the basic idea is sound, the results of PageRank
are subject to interference introduced by nepotistic links, i.e.,
a family of pages can be created for the purpose of self-
endorsement and promotion without consideration of the real
merit of the endorser or the endorsee. While it is known that
the problem of link spam exists with respect to PageRank
scores, a solution has eluded the art.

Accordingly, an improved query-independent link-based
ranking algorithm is desired. More particularly, improved
ranking systems and methods are desired that significantly
reduce the effect(s) of nepotistic links. Furthermore,
improved ranking systems and methods are desired that
reduce a link spammer’s incentive to create a family of self-
endorsing Web pages for the purpose of artificially inflating
PageRank scores associated with target Web page endorsee

(s)-
SUMMARY OF THE INVENTION

In consideration of the above-identified shortcomings of
the art, the present invention provides systems and methods
for ranking documents based upon information about the
structural interrelationships of the documents. The systems
and methods of the invention can be used for ranking Web
pages based on hyperlink information in a manner that is
resistant to nepotistic links. In various embodiments, the
invention is implemented in a Web search service to return
quality query results. The present invention addresses the
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4

vulnerability of existing ranking algorithms, such as PageR-
ank, to Web pages that are artificially generated for the sole
purpose of inflating the score of target page(s). Intuitively, the
invention recognizes that it is less likely to reach a particular
page on a Web server having many pages via a random jump
than it is to reach a particular page on a Web server having few
pages, which implies that the influence of such a page upon
another page by linking to, or endorsing, the other page is
diminished. Thus, in various non-limiting embodiments, the
invention assigns each Web server, not each Web page, a
guaranteed minimum score. This minimum score assigned to
a server can then be divided among all the pages on that Web
server.

Other advantages and features of the invention are
described below.

BRIEF DESCRIPTION OF THE DRAWINGS

The systems and methods for providing improved ranking
algorithms in accordance with the present invention are fur-
ther described with reference to the accompanying drawings
in which:

FIGS. 1A and 1B are illustrative of prior art techniques for
ranking Web pages according to static link-based and PageR-
ank algorithms, respectively;

FIG. 2A is a block diagram representing an exemplary
network environment having a variety of computing devices
in which the present invention may be implemented;

FIG. 2B is a block diagram representing an exemplary
non-limiting computing device in which the present invention
may be implemented;

FIGS. 3A to 3G illustrate the intuition behind the preven-
tion of link spam according to the present invention; and

FIGS. 4A to 4C illustrate an exemplary implementation of
the various embodiments of the present invention in a search
engine application.

DETAILED DESCRIPTION OF THE INVENTION

Overview

As mentioned, the PageRank algorithm takes on the auda-
cious task of condensing every page on the Web into a single
number, its PageRank. PageRank is a global ranking of all
Web pages, regardless of their content, based solely on their
location in the Web’s graph structure.

Using PageRank, search results are ordered so that more
important and central Web pages are given preference. The
intuition behind PageRank is that it uses information which is
external to the Web pages themselves—their backlinks,
which provide a kind of peer review. Furthermore, backlinks
from “important” pages are considered more significant than
backlinks from average links by recursive definition.

It is also known that personalized PageRank scores can
create a view of the Web from a particular perspective, e.g., by
taking a user’s bookmarks and inflating the PageRank scores
of those pages in the user’s bookmarks; however, personal-
ized PageRank does not explicitly deal with the problem of
link spamming because there is still a minimum score asso-
ciated with each link spam Web page. Accordingly, a link
spammer can still create (automatically, if desired) a multi-
tude of Web pages on a single Web server, each having their
own minimum PageRank score, that artificially inflate the
score of a target endorsee Web page by endorsing each other
and the target endorsee Web page. The multitude of Web
pages that a link spammer creates typically any one or more of
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(A) will have the same symbolic host name, (B) will be
associated with the same domain or (C) will be associated
with the same IP address.

The invention addresses this vulnerability by recognizing
that it is less likely that a random jump will reach a particular
page on a Web server having many pages than it is to reach a
particular page on a Web server having few pages. This
implies that the influence of such a page upon another page by
linking to, or endorsing, the other page is diminished. Thus, in
various non-limiting embodiments, the invention assigns
each Web server, not each Web page, a guaranteed minimum
score. This minimum score can then be divided among all the
pages on that Web server.

Exemplary Networked and Distributed Environments

One of ordinary skill in the art can appreciate that the
invention can be implemented in connection with any com-
puter or other client or server device, which can be deployed
as part of a computer network, or in a distributed computing
environment. In this regard, the present invention pertains to
any computer system or environment having any number of
memory or storage units, and any number of applications and
processes occurring across any number of storage units or
volumes, which may be used in connection with processes for
ranking documents in accordance with the present invention.
The present invention may apply to an environment with
server computers and client computers deployed in a network
environment or distributed computing environment, having
remote or local storage. The present invention may also be
applied to standalone computing devices, having program-
ming language functionality, interpretation and execution
capabilities for generating, receiving and transmitting infor-
mation in connection with remote or local services. Down-
loading and analyzing Web pages is particularly relevant to
those computing devices operating in a network or distributed
computing environment, and thus the ranking algorithms and
techniques in accordance with the present invention can be
applied with great efficacy in those environments.

Distributed computing provides sharing of computer
resources and services by exchange between computing
devices and systems. These resources and services include
the exchange of information, cache storage, and disk storage
for files. Distributed computing takes advantage of network
connectivity, allowing clients to leverage their collective
power to benefit the entire enterprise. In this regard, a variety
of devices may have applications, objects or resources that
may implicate the ranking algorithms and processes of the
invention.

FIG. 2A provides a schematic diagram of an exemplary
networked or distributed computing environment. The dis-
tributed computing environment comprises computing
objects 10a, 104, etc. and computing objects or devices 110a,
1105, 110c, etc. These objects may comprise programs,
methods, data stores, programmable logic, etc. The objects
may comprise portions of the same or different devices such
as PDAs, televisions, MP3 players, personal computers, etc.
Each object can communicate with another object by way of
the communications network 14. This network may itself
comprise other computing objects and computing devices
that provide services to the system of FIG. 2A, and may itself
represent multiple interconnected networks. In accordance
with an aspect of the invention, each object 104, 105, etc. or
110a, 1105, 110¢, etc. may contain an application that might
makeuse of an AP, or other object, software, firmware and/or
hardware, to request use of the ranking processes in accor-
dance with the invention.
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It can also be appreciated that an object, such as 110¢, may
behosted on another computing device 10a, 105, etc. or 110a,
1104, etc. Thus, although the physical environment depicted
may show the connected devices as computers, such illustra-
tion is merely exemplary and the physical environment may
alternatively be depicted or described comprising various
digital devices such as PDAs, televisions, MP3 players, etc.,
software objects such as interfaces, COM objects and the like.

There are a variety of systems, components, and network
configurations that support distributed computing environ-
ments. For example, computing systems may be connected
together by wired or wireless systems, by local networks or
widely distributed networks. Currently, many ofthe networks
are coupled to the Internet, which provides the infrastructure
for widely distributed computing and encompasses many dif-
ferent networks. Any of the infrastructures may be used for
exemplary communications made incident to ranking docu-
ments having interrelated links according to the present
invention.

In home networking environments, there are at least four
disparate network transport media that may each support a
unique protocol, such as Power line, data (both wireless and
wired), voice (e.g., telephone) and entertainment media. Most
home control devices such as light switches and appliances
may use power lines for connectivity. Data Services may
enter the home as broadband (e.g., either DSL or Cable
modem) and are accessible within the home using either
wireless (e.g., HomeRF or 802.11B) or wired (e.g., Home
PNA, Cat 5, Ethernet, even power line) connectivity. Voice
traffic may enter the home either as wired (e.g., Cat 3) or
wireless (e.g., cell phones) and may be distributed within the
home using Cat 3 wiring. Entertainment media, or other
graphical data, may enter the home either through satellite or
cable and is typically distributed in the home using coaxial
cable. IEEE 1394 and DVI are also digital interconnects for
clusters of media devices. All of these network environments
and others that may emerge as protocol standards may be
interconnected to form a network, such as an intranet, that
may be connected to the outside world by way of the Internet.
In short, a variety of disparate sources exist for the storage and
transmission of data, and consequently, moving forward,
computing devices will require ways of sharing data, such as
data accessed or utilized incident to program objects, which
make use of the ranking techniques in accordance with the
present invention.

The Internet commonly refers to the collection of networks
and gateways that utilize the TCP/IP suite of protocols, which
are well-known in the art of computer networking. TCP/IP is
an acronym for “Transmission Control Protocol/Internet Pro-
tocol.” The Internet can be described as a system of geo-
graphically distributed remote computer networks intercon-
nected by computers executing networking protocols that
allow users to interact and share information over the network
(s). Because of such wide-spread information sharing, remote
networks such as the Internet have thus far generally evolved
into an open system for which developers can design software
applications for performing specialized operations or ser-
vices, essentially without restriction.

Thus, the network infrastructure enables a host of network
topologies such as client/server, peer-to-peer, or hybrid archi-
tectures. The “client” is a member of a class or group that uses
the services of another class or group to which it is not related.
Thus, in computing, a client is a process, i.e., roughly a set of
instructions or tasks, that requests a service provided by
another program. The client process utilizes the requested
service without having to “know” any working details about
the other program or the service itself. In a client/server
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architecture, particularly a networked system, a client is usu-
ally a computer that accesses shared network resources pro-
vided by another computer, e.g., a server. In the example of
FIG. 2A, computers 110a, 1105, etc. can be thought of as
clients and computers 10qa, 105, etc. can be thought of as the
server where server 10a, 105, etc. maintains the data that is
then replicated in the client computers 110a, 1105, etc.,
although any computer can be considered a client, a server, or
both, depending on the circumstances. Any of these comput-
ing devices may be processing data or requesting services or
tasks that may implicate the ranking techniques of the inven-
tion.

A server is typically a remote computer system accessible
over a remote or local network, such as the Internet. The client
process may be active in a first computer system, and the
server process may be active in a second computer system,
communicating with one another over a communications
medium, thus providing distributed functionality and allow-
ing multiple clients to take advantage of the information-
gathering capabilities of the server. Any software objects
utilized pursuant to the ranking techniques of the invention
may be distributed across multiple computing devices or
objects.

Client(s) and server(s) communicate with one another uti-
lizing the functionality provided by protocol layer(s). For
example, HyperText Transfer Protocol (HTTP) is a common
protocol that is used in conjunction with the World Wide Web
(WWW), or “the Web.” Typically, a computer network
address such as an Internet Protocol (IP) address or other
reference such as a Universal Resource Locator (URL) can be
used to identify the server or client computers to each other.
The network address can be referred to as a URL address.
Communication can be provided over a communications
medium, e.g., client(s) and server(s) may be coupled to one
another via TCP/IP connection(s) for high-capacity commu-
nication.

Thus, FIG. 2A illustrates an exemplary networked or dis-
tributed environment, with a server in communication with
client computers via a network/bus, in which the present
invention may be employed. In more detail, a number of
servers 10a, 1054, etc., are interconnected via a communica-
tions network/bus 14, which may be a LAN, WAN, intranet,
the Internet, etc., with a number of client or remote computing
devices 110a, 1105, 110¢, 1104, 110e, etc., such as a portable
computer, handheld computer, thin client, networked appli-
ance, or other device, such as a VCR, TV, oven, light, heater
and the like in accordance with the present invention. It is thus
contemplated that the present invention may apply to any
computing device in connection with which it is desirable to
implement ranking of documents having structurally interre-
lated links.

In a network environment in which the communications
network/bus 14 is the Internet, for example, the servers 10a,
105, etc. can be Web servers with which the clients 110a,
1105, 110¢, 1104, 110e, etc. communicate via any of a num-
ber of known protocols such as HTTP. Servers 10q, 105, etc.
may also serve as clients 110a, 1105, 110¢, 1104, 110e, etc.,
as may be characteristic of a distributed computing environ-
ment.

Communications may be wired or wireless, where appro-
priate. Client devices 110a, 11056, 110¢, 1104, 110¢, etc. may
or may not communicate via communications network/bus
14, and may have independent communications associated
therewith. For example, inthe caseofa TV or VCR, there may
or may not be a networked aspect to the control thereof. Each
client computer 110a, 1105, 110c, 1104, 110e, etc. and server
computer 10a, 105, etc. may be equipped with various appli-
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cation program modules or objects 135 and with connections
or access to various types of storage elements or objects,
across which files or data streams may be stored or to which
portion(s) of files or data streams may be downloaded, trans-
mitted or migrated. Any one or more of computers 10a, 105,
110a, 1105, etc. may be responsible for the maintenance and
updating of a database 20 or other storage element, such as a
database or memory 20 for storing data processed according
to the invention. Thus, the present invention can be utilized in
a computer network environment having client computers
110a, 1105, etc. that can access and interact with a computer
network/bus 14 and server computers 10a, 105, etc. that may
interact with client computers 110a, 1105, etc. and other like
devices, and databases 20.

Exemplary Computing Device

FIG. 2B and the following discussion are intended to pro-
vide a brief general description of a suitable computing envi-
ronment in connection with which the invention may be
implemented. It should be understood, however, that hand-
held, portable and other computing devices and computing
objects of all kinds are contemplated for use in connection
with the present invention, i.e., anywhere where that inter-
faces with Web pages or other structurally interrelated docu-
ments in a computing environment. While a general purpose
computer is described below, this is but one example, and the
present invention may be implemented with a thin client
having network/bus interoperability and interaction. Thus,
the present invention may be implemented in an environment
of networked hosted services in which very little or minimal
client resources are implicated, e.g., a networked environ-
ment in which the client device serves merely as an interface
to the network/bus, such as an object placed in an appliance.
In essence, anywhere that data may be stored or from which
data may be retrieved or transmitted to another computer is a
desirable, or suitable, environment for operation of the rank-
ing techniques in accordance with the invention.

Although not required, the invention can be implemented
via an operating system, for use by a developer of services for
a device or object, and/or included within application soft-
ware that operates in connection with the ranking techniques
of the invention. Software may be described in the general
context of computer-executable instructions, such as program
modules, being executed by one or more computers, such as
client workstations, servers or other devices. Generally, pro-
gram modules include routines, programs, objects, compo-
nents, data structures and the like that perform particular tasks
or implement particular abstract data types. Typically, the
functionality of the program modules may be combined or
distributed as desired in various embodiments. Moreover,
those skilled in the art will appreciate that the invention may
be practiced with other computer system configurations and
protocols. Other well known computing systems, environ-
ments, and/or configurations that may be suitable for use with
the invention include, but are not limited to, personal com-
puters (PCs), automated teller machines, server computers,
hand-held or laptop devices, multi-processor systems, micro-
processor-based systems, programmable consumer electron-
ics, network PCs, appliances, lights, environmental control
elements, minicomputers, mainframe computers and the like.
The invention may also be practiced in distributed computing
environments where tasks are performed by remote process-
ing devices that are linked through a communications net-
work/bus or other data transmission medium. In a distributed
computing environment, program modules may be located in
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both local and remote computer storage media including
memory storage devices, and client nodes may in turn behave
as server nodes.

FIG. 2B thus illustrates an example of a suitable computing
system environment 100 in which the invention may be
implemented, although as made clear above, the computing
system environment 100 is only one example of a suitable
computing environment and is not intended to suggest any
limitation as to the scope of use or functionality of the inven-
tion. Neither should the computing environment 100 be inter-
preted as having any dependency or requirement relating to
any one or combination of components illustrated in the
exemplary operating environment 100.

With reference to FIG. 2B, an exemplary system for imple-
menting the invention includes a general purpose computing
device in the form of a computer 110. Components of com-
puter 110 may include, but are not limited to, a processing
unit 120, a system memory 130, and a system bus 121 that
couples various system components including the system
memory to the processing unit 120. The system bus 121 may
be any of several types of bus structures including a memory
bus or memory controller, a peripheral bus, and a local bus
using any of a variety of bus architectures. By way of
example, and not limitation, such architectures include Indus-
try Standard Architecture (ISA) bus, Micro Channel Archi-
tecture (MCA) bus, Enhanced ISA (EISA) bus, Video Elec-
tronics Standards Association (VESA) local bus, and
Peripheral Component Interconnect (PCI) bus (also known as
Mezzanine bus).

Computer 110 typically includes a variety of computer
readable media. Computer readable media can be any avail-
able media that can be accessed by computer 110 and includes
both volatile and nonvolatile media, removable and non-re-
movable media. By way of example, and not limitation, com-
puter readable media may comprise computer storage media
and communication media. Computer storage media includes
both volatile and nonvolatile, removable and non-removable
media implemented in any method or technology for storage
of information such as computer readable instructions, data
structures, program modules or other data. Computer storage
media includes, but is not limited to, RAM, ROM, EEPROM,
flash memory or other memory technology, CDROM, digital
versatile disks (DVD) or other optical disk storage, magnetic
cassettes, magnetic tape, magnetic disk storage or other mag-
netic storage devices, or any other medium which can be used
to store the desired information and which can be accessed by
computer 110. Communication media typically embodies
computer readable instructions, data structures, program
modules or other data in a modulated data signal such as a
carrier wave or other transport mechanism and includes any
information delivery media. The term “modulated data sig-
nal” means a signal that has one or more of its characteristics
set or changed in such a manner as to encode information in
the signal. By way of example, and not limitation, communi-
cation media includes wired media such as a wired network or
direct-wired connection, and wireless media such as acoustic,
RF, infrared and other wireless media. Combinations of any
of the above should also be included within the scope of
computer readable media.

The system memory 130 includes computer storage media
in the form of volatile and/or nonvolatile memory such as read
only memory (ROM) 131 and random access memory
(RAM) 132. A basic input/output system 133 (BIOS), con-
taining the basic routines that help to transfer information
between elements within computer 110, such as during start-
up, is typically stored in ROM 131. RAM 132 typically con-
tains data and/or program modules that are immediately
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accessible to and/or presently being operated on by process-
ing unit 120. By way of example, and not limitation, FIG. 2B
illustrates operating system 134, application programs 135,
other program modules 136, and program data 137.

The computer 110 may also include other removable/non-
removable, volatile/nonvolatile computer storage media. By
way of example only, FIG. 2B illustrates a hard disk drive 141
that reads from or writes to non-removable, nonvolatile mag-
netic media, a magnetic disk drive 151 that reads from or
writes to a removable, nonvolatile magnetic disk 152, and an
optical disk drive 155 that reads from or writes to a remov-
able, nonvolatile optical disk 156, such as a CD-ROM or other
optical media. Other removable/non-removable, volatile/
nonvolatile computer storage media that can be used in the
exemplary operating environment include, but are not limited
to, magnetic tape cassettes, flash memory cards, digital ver-
satile disks, digital video tape, solid state RAM, solid state
ROM and the like. The hard disk drive 141 is typically con-
nected to the system bus 121 through a non-removable
memory interface such as interface 140, and magnetic disk
drive 151 and optical disk drive 155 are typically connected to
the system bus 121 by a removable memory interface, such as
interface 150.

The drives and their associated computer storage media
discussed above and illustrated in FIG. 2B provide storage of
computer readable instructions, data structures, program
modules and other data for the computer 110. In FIG. 2B, for
example, hard disk drive 141 is illustrated as storing operating
system 144, application programs 145, other program mod-
ules 146 and program data 147. Note that these components
can either be the same as or different from operating system
134, application programs 135, other program modules 136
and program data 137. Operating system 144, application
programs 145, other program modules 146 and program data
147 are given different numbers here to illustrate that, at a
minimum, they are different copies. A user may enter com-
mands and information into the computer 110 through input
devices such as a keyboard 162 and pointing device 161,
commonly referred to as a mouse, trackball or touch pad.
Other input devices (not shown) may include a microphone,
joystick, game pad, satellite dish, scanner, or the like. These
and other input devices are often connected to the processing
unit 120 through a user input interface 160 that is coupled to
the system bus 121, but may be connected by other interface
and bus structures, such as a parallel port, game port or a
universal serial bus (USB). A graphics interface 182, such as
Northbridge, may also be connected to the system bus 121.
Northbridge is a chipset that communicates with the CPU, or
host processing unit 120, and assumes responsibility for
accelerated graphics port (AGP) communications. One or
more graphics processing units (GPUs) 184 may communi-
cate with graphics interface 182. In this regard, GPUs 184
generally include on-chip memory storage, such as register
storage and GPUs 184 communicate with a video memory
186, wherein the application variables of the invention may
have impact. GPUs 184, however, are but one example of a
coprocessor and thus a variety of coprocessing devices may
be included in computer 110, and may include a variety of
procedural shaders, such as pixel and vertex shaders. A moni-
tor 191 or other type of display device is also connected to the
system bus 121 via an interface, such as a video interface 190,
which may in turn communicate with video memory 186. In
addition to monitor 191, computers may also include other
peripheral output devices such as speakers 197 and printer
196, which may be connected through an output peripheral
interface 195.
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The computer 110 may operate in a networked or distrib-
uted environment using logical connections to one or more
remote computers, such as a remote computer 180. The
remote computer 180 may be a personal computer, a server, a
router, a network PC, a peer device or other common network
node, and typically includes many or all of the elements
described above relative to the computer 110, although only a
memory storage device 181 has been illustrated in FIG. 2B.
The logical connections depicted in FIG. 2B include a local
area network (LAN) 171 and a wide area network (WAN)
173, but may also include other networks/buses. Such net-
working environments are commonplace in homes, offices,
enterprise-wide computer networks, intranets and the Inter-
net.

When used in a LAN networking environment, the com-
puter 110 is connected to the LAN 171 through a network
interface or adapter 170. When used in a WAN networking
environment, the computer 110 typically includes a modem
172 or other means for establishing communications over the
WAN 173, such as the Internet. The modem 172, which may
be internal or external, may be connected to the system bus
121 via the user input interface 160, or other appropriate
mechanism. In a networked environment, program modules
depicted relative to the computer 110, or portions thereof,
may be stored in the remote memory storage device. By way
of example, and not limitation, FIG. 2B illustrates remote
application programs 185 as residing on memory device 181.
It will be appreciated that the network connections shown are
exemplary and other means of establishing a communications
link between the computers may be used.

Exemplary Distributed Computing Frameworks or Architec-
tures

Various distributed computing frameworks have been and
are being developed in light of the convergence of personal
computing and the Internet. Individuals and business users
alike are provided with a seamlessly interoperable and Web-
enabled interface for applications and computing devices,
making computing activities increasingly Web browser or
network-oriented.

For example, MICROSOFT®’s managed code platform,
i.e., NET, includes servers, building-block services, such as
Web-based data storage and downloadable device software.
Generally speaking, the NET platform provides (1) the ability
to make the entire range of computing devices work together
and to have user information automatically updated and syn-
chronized on all of them, (2) increased interactive capability
for Web pages, enabled by greater use of XML rather than
HTML, (3) online services that feature customized access and
delivery of products and services to the user from a central
starting point for the management of various applications,
such as e-mail, for example, or software, such as Office NET,
(4) centralized data storage, which increases efficiency and
ease of access to information, as well as synchronization of
information among users and devices, (5) the ability to inte-
grate various communications media, such as e-mail, faxes,
and telephones, (6) for developers, the ability to create reus-
able modules, thereby increasing productivity and reducing
the number of programming errors and (7) many other cross-
platform and language integration features as well.

While some exemplary embodiments herein are described
in connection with software residing on a computing device,
one or more portions of the invention may also be imple-
mented via an operating system, application programming
interface (API) or a “middle man™ object, a control object,
hardware, firmware, intermediate language instructions or
objects, etc., such that the methods may be included in, sup-
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ported in or accessed via all of the languages and services
enabled by managed code, such as NET code, and in other
distributed computing frameworks as well.

Systems and Methods for Ranking Web Pages

As mentioned above in the background, the present inven-
tion addresses the vulnerability of existing ranking algo-
rithms, such as PageRank, to Web pages that are artificially
generated for the sole purpose of inflating the score of target
Web page(s). Assuming that a Web surfer is going to ran-
domly jump to a particular server, the invention recognizes
that it is less likely that the surfer will “land” on a particular
page on a Web server having many pages than it is that the
surfer will “land” on a particular page on a Web server having
few pages. Applying this principle, when applying a ranking
algorithm, the invention diminishes the influence of endorse-
ments when they originate from the same server. To achieve
this reduction of influence, in various non-limiting embodi-
ments, the invention assigns each Web server, not each Web
page, a guaranteed minimum score. This minimum score
assigned to the server can then be divided among all the pages
on that Web server. Thus, the creation of an arbitrary large
number of nepotistic links via a plurality of pages on a Web
server achieves no better “endorsement value” than a rela-
tively small number of nepotistic links on a few pages on a
Web server. Generally, the arbitrary large number of nepotis-
tic links any one or more of (A) will have the same symbolic
hostname, (B) will be associated with the same domain or (C)
will be associated with the same IP address. In one embodi-
ment, the invention is implemented in a Web search service
for the purpose of returning quality query results to a user.

It is noted that several possible definitions of what consti-
tutes a Web server exist: A Web server might be defined by a
symbolic host name (e.g., www.google.com), a common
domain, or it might be defined by one (or several) IP addresses
(e.g. 207.46.134.222). While implementations utilizing
either definition of a Web server address the link spam prob-
lem, the latter two definitions are more suitable for the pur-
pose of the invention and behave as a better deterrent to link
spammers, since it is possible to configure a DNS server to
resolve an almost infinite number of host names (RFC 1035
limits host names to be at most 255 characters long, each
character being a letter, a digit, or a hyphen. So, there are
37%°% possible host names, which for all practical purposes is
“almost infinite”), just as it is possible to configure a Web
server to serve an infinite number of Web pages. The follow-
ing explanations use each definition in turn for two alternate
embodiments.

In a first embodiment of a ranking metric in accordance
with the invention, a Web server is defined by its symbolic
host name. h(u) denotes the host name component of URL u
and H is the set of all hosts, that is:

H={h(v)veV}
V#(h) is the set of URLSs served by host h, that is:
VA ={v:veVA(v)=h}

These two definitions are then used in the definition of a first
new ranking metric R” in accordance with a first embodiment
of the invention, which is set forth as follows:

R¥ ()
O(u)

1
R = £ 1-
v) |H| |VH(R(v))| * p)(u;EE
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In a second embodiment of a ranking metric in accordance
with the invention, a Web server is defined by its domain
name. d(u) denotes the domain name component of URL u
and D is the set of all domains, that is:

D={d(v)veV}
VP(d) is the set of URLs served by web servers in domain d,
that is:

VP(dy={v:veV Ad(v)=d}
These two definitions are then used in the definition of a

second new ranking metric R”in accordance with a second
embodiment of the invention, which is set forth as follows:

RP ()
O(u)

p 1

RP(v) = —
O = Bl Voo

DY

(u,v)eE

In a third embodiment of the invention, a Web server is
defined by its set of IP addresses. A(u) denotes the set of IP
addresses from which a URL u may be served (that is, the set
of IP addresses to which h(u) resolves). A is the set of all IP
addresses, that is:

A= UA(v)

veV

V4(a) is the set of URLs served by IP address a, that is:
VA(a)y={v:veV aed ()}
These two definitions are then used in the definition of a third

new ranking metric R# in accordance with the third embodi-
ment of the invention, which is set forth as follows:

1 RYw)
Rz 2 — (1 -
=1 2 @ P 2, o

The invention is now described with reference to FIGS. 3A
to 3G. FIG. 3 A illustrates a first node N1 (e.g., a document or
Web page) which has a link to a second node N2. The intuition
of PageRank is that N2 is a better page than a node with no
incoming link at all because N1 endorses or “validates” the
existence of N2 by linking to it. The intuition of PageRank
can further be explained by comparing FIG. 3B to FIG. 3A.
Since in FIG. 3A, N1 links to only one node N2, whereas in
FIG. 3B, node N1 links to nine nodes N2 to N10, PageRank
devalues N1’s endorsement because N1 appears to indis-
criminately endorse other Web pages relative to node N1 of
FIG. 3A. Since node N1 of FIG. 3A endorses other nodes
more selectively, N2 corresponding is assigned a higher score
in FIG. 3A as a result of N1’s link to N2 (all other factors
being the same). The intuition of PageRank can further be
explained by comparing FIG. 3C to FIG. 3A. In this compari-
son, the score assigned to the endorsing node N1 in FIG. 3C
is 10 times the score assigned to the endorsing node N1 in
FIG. 3A. Accordingly, because the quality (score) of the
endorsing node is higher in FIG. 3C, the score assigned to
node N2 is higher in FIG. 3C relative to the score assigned to
node N2 in FIG. 3A. Combining the intuitions yields the
PageRank algorithm.
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However, as noted in the background, PageRank is vulner-
ableto the scenario illustrated in FIG. 3D because every node,
no matter how many other nodes it endorses or no matter how
small its own PageRank score is, receives a minimum score.
While this minimum score is small, in large numbers, the
multiplication of a small score can become significant. Con-
sequently, the owner of node N2, by manually or automati-
cally creating a multitude of endorsing pages, each endorsing
node N2 and each other in some fashion or arrangement such
as the one illustrated in FIG. 3D, for example, can artificially
inflate node N2’s score. To do this in a cost effective manner,
generally speaking, the link spammer will generally place
each of the link spam nodes L.S1 to LS9, and so on, on the
same host (e.g., www.foo.com) since there is little to no cost
to generating additional Web pages on the same host, such as
www.foo.com/pagel, www.foo.com/page2, www.foo.com/
page3, and so on. Accordingly, a clever link spammer can
increase the exposure of an unpopular Web page on the Web
via this technique. The number of web pages is infinite,
because there are some Web servers that dynamically create
and serve an infinite number of pages. Clearly, the incremen-
tal cost to create another Web page is low.

In response, the invention penalizes the use of such a link
spam technique. Assuming that each of the link spam nodes
LS1 to LS9 are all on the same host www.foo.com, instead of
assigning a minimum score to each of L.S1 to LS9, in one
embodiment, the invention assigns a minimum score to each
host, and distributes the minimum score among each of the
nodes on the host. Thus, whether 1000 link spam nodes [.S1
to L.S1000, or whether one link spam node [.S1 is present on
the host www.foo.com, the contribution to the endorsement
of' node N2 is the same (assuming all other factors the same).
Thus, as illustrated in FIG. 3E, the invention assigns a mini-
mum score to host www.foo.com, and divides the minimum
score among the pages LS1 to L.S9.

However, a determined link spammer is able to outwit this
variant of the present invention. A link spammer may be
determined to increase the quality score associated with his or
her Web page a relatively small amount in order to outscore
other Web pages with similar quality scores. For instance, a
relatively small change in quality score may be of significant
benefit to the link spammer if the Web page rises in the ranks
of typical search engine results from being listed fifth to first
in the rankings. In the current form of the Internet domain
naming system, users pay a yearly fee (about $25) for each
domain name, and are able to create an arbitrary number of
symbolic host names within that domain. So, a link spammer
can obtain a small number of domains, and configure a DNS
server to resolve any possible host name within those
domains. The spammer can then provide link spam pages that
appear to come from many different hosts within these
domains, thereby regaining the ability to endorse a page by
accumulating the minimum scores of a very large number of
pages. This scenario is illustrated in FIG. 3F, wherein a plu-
rality of Web pages have been generated by the determined
link spammer, each originating from a unique symbolic host
name www 1.foo.com, www2.foo.com, www3.foo.com, etc.;
however, each also originates from a common domain foo-
.com. Accordingly, in a second embodiment of the invention,
a minimum score is assigned not to each Web page or to each
distinct host name, but rather to each distinct domain name.

As it turns out, while domain names cost money, they are
not extremely costly. While there are an infinite number of
Web pages and potentially a large number (37>°°) domain
names, there are in reality on the order of 15 million domain
names in existence. Creating a new host name is free (by
configuring a DNS server to resolve any possible host name
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within a domain), whereas creating a new domain name costs
on the order of $25. Thus, since a domain name can be
obtained for about $25, it is still feasible for a determined link
spammer to implement the system illustrated in FIG. 3G. In
FIG. 3G, the determined link spammer has created link spam
nodes L.S1 to 1.S9, and so on, but this time, the link spammer
has placed each node on its own domain with its own sym-
bolic host name, www.foo.com, www.goo.com, www.hoo-
.com, and so on. The likelihood, however, is that the link
spammer has placed each of www.foo.com, www.goo.com,
www.hoo.com, and so on, at the same IP address. There are
approximately 4 billion distinct IP addresses. While IP
addresses are relatively inexpensive to obtain, the link spam-
mer is unlikely to implement a system that assigns a distinct
IP address per link spam Web page because the supply of
distinct IP addresses is not infinite. Accordingly, in a third
embodiment of the invention, a minimum score is assigned
not to each Web page, each host name, or each domain, but to
each distinct IP address, guarding against the determined link
spammer because whether the link spammer places 100 dis-
tinct domains with link spam nodes on a server, or whether the
link spammer places 1 distinct domain with one link spam
node on the server, the effect in terms of endorsement of node
N2 is the same (once again, holding all other factors con-
stant).

While the invention may be applied to rank any structurally
interrelated documents, FIGS. 4A (system diagram), 4B and
4C (flow diagrams) illustrate exemplary application of the
present invention to the ranking of Web pages for a search
engine application. Since the algorithms of the invention are
query independent, the process for ranking the documents
according to the invention can take place independent of the
application, such as a search engine, that requests documents
based upon the scores assigned to the documents. For
instance, as shown in FIG. 4A, one or more crawler(s) 410 can
crawl a source of structurally interrelated documents 400,
such as Web pages on the Internet, and retrieve the documents
or relevant information about the documents for storage in a
repository 420. Relevant information about documents can
come from other source(s) 415 as well.

A crawler is a program that visits Web sites and reads their
pages and other information in order to create entries for a
search engine index. Crawlers are used to locate new docu-
ments and new sites by following hypertext links from server
to server and indexing information based on search criteria.

The major search engines on the Web all have such a
program, which is also known as a “spider,” “ant,” “robot”
(“bot”) or “intelligent agent.” Crawlers are typically pro-
grammed to visit sites that have been submitted by their
owners as new or updated. Entire sites or specific pages canbe
selectively visited and indexed. Crawlers apparently gained
the name because they crawl through a site a page at a time,
following the links to other pages on the site until all pages
have been read. Typically, crawlers crawl many Web sites at
the same time. Generally, crawlers adhere to the rules of
politeness for Web crawlers that are specified in the Standard
for Robot Exclusion (SRE).

FIG. 4B illustrates the process of gathering documents via
a flow diagram. At 450, Web pages are discovered and Web
pages and/or information about the Web pages are collected
via crawler(s). This can be an iterative, or ongoing process, as
implied by the arrow. At any given point in time where the
structure of the collection of documents is known, at 460, the
invention can be applied to assign a score to each of the
documents collected, so that a repository of Web pages (or
links thereto) exists each having an associated quality score
using the R metric, the R” metric, or the R” metric. Object
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430, via AP1 432, can perform the intelligence behind assign-
ing a score to each of the documents in repository 420. It can
also be appreciated, as described in more detail below, that the
R4, R”, and/or R¥ metrics can be combined with other met-
rics to increase the quality of the score assigned to a document
vis-a-vis a particular application or user.

Once an initial repository of documents and scores 420 is
generated, which can be iteratively, continuously, or periodi-
cally updated, the exemplary application of a search engine
can then be applied. For instance, search engine (or other
application) object 440 may receive at 470 an input query
from a user. At 480, based upon the query, Web pages includ-
ing the query terms according to the query criteria, can be
retrieved and ranked according to their associated scores,
such that the most quality documents are displayed to the user
first, or more prominently. In an exemplary implementation,
as shown in FI1G. 4A, the query is received by a search engine
server object 440, which interfaces with object 430 via API
434. Object 430 retrieves and orders relevant Web pages (or
links to Web pages) from repository 420 via API 432 based
upon the query. Object 430 then returns the ordered list of
results to application object 440 for display to the user. Alter-
natively, object 440 can perform the ordering of the results
based upon the associated scores.

As should be clear, the metrics of the invention may also be
combined, or combined with other improvements to the over-
all metrics. For instance, with a root set of “trusted” docu-
ments, the overall quality of the scores achieved with any of
the metrics can be improved. Such improvements include
taking Nielsen ratings into account. For instance, the top rated
Nielsen Web pages could be used as a trusted base of Web
pages from which to measure other scores. Moreover, Nielsen
ratings could be used in combination with the metric(s) of the
invention to assign a weighted score. Or, the results of the
metric(s) of the invention could be compared against the
Nielsen ratings to discover anomalous results.

In essence, any extraneous source of information about the
trustworthiness of documents, such as Web pages, can be used
in combination with, or to verity, the results of the metric(s) of
the invention. Other examples include using information
based upon the collection of user information from an ISP.
For instance, an ISP can collect straightforward information,
similar to the Nielsen information, about how frequently
users visit certain Web pages, and accordingly can assign a
quality, popularity, or trustworthiness, score based upon
usage patterns. ISP proxy logs can be examined for this pur-
pose. Another example includes observing people on a search
engine. Merely because a Web page receives the highest score
does not mean that users are most likely to select the Web
page. Thus, user behavior on a search engine serves to vali-
date the quality of Web pages. Additionally, one could assign
human editors the job of certifying, for instance, 10,000 good
Web pages. While an ongoing responsibility, the score of
these 10,000 could be inflated such that their endorsement
power via the metrics of the invention would be inflated, since
they are known to be trusted Web pages. Another source of
information about quality Web pages can come from a user’s
preferences, such as the user’s bookmarks. In short, the met-
ric(s) of the present invention can be combined with any other
known quality metrics to ensure that the best user experience
is provided. Advantageously, any of the combinations includ-
ing the metric(s) of the present invention will thwart the
efforts of link spammers.

There are multiple ways of implementing the present
invention, e.g., an appropriate API, tool kit, driver code, oper-
ating system, control, standalone or downloadable software
object, etc. which enables applications and services to use the
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ranking systems and methods of the invention. The invention
contemplates the use of the invention from the standpoint of
an API (or other software object), as well as from a software
or hardware object that receives Web pages or structural infor-
mation relating to Web pages for application of the ranking
techniques in accordance with the invention. Thus, various
implementations of the invention described herein may have
aspects that are wholly in hardware, partly in hardware and
partly in software, as well as in software.

As mentioned above, while exemplary embodiments of the
present invention have been described in connection with
various computing devices and network architectures, the
underlying concepts may be applied to any computing device
or system in which it is desirable to rank structurally interre-
lated documents. For instance, the algorithm(s) and hardware
implementations of the invention may be applied to the oper-
ating system of a computing device, provided as a separate
object on the device, as part of another object, as a reusable
control, as a downloadable object from a server, as a “middle
man” between a device or object and the network, as a dis-
tributed object, as hardware, in memory, a combination of any
of the foregoing, etc. While exemplary programming lan-
guages, names and examples are chosen herein as represen-
tative of various choices, these languages, names and
examples are not intended to be limiting. One of ordinary skill
in the art will appreciate that there are numerous ways of
providing object code and nomenclature that achieves the
same, similar or equivalent functionality achieved by the
various embodiments of the invention.

As mentioned, the various techniques described herein
may be implemented in connection with hardware or soft-
ware or, where appropriate, with a combination of both. Thus,
the methods and apparatus of the present invention, or certain
aspects or portions thereof, may take the form of program
code (i.e., instructions) embodied in tangible media, such as
floppy diskettes, CD-ROMs, hard drives, or any other
machine-readable storage medium, wherein, when the pro-
gram code is loaded into and executed by a machine, such as
a computer, the machine becomes an apparatus for practicing
the invention. In the case of program code execution on pro-
grammable computers, the computing device generally
includes a processor, a storage medium readable by the pro-
cessor (including volatile and non-volatile memory and/or
storage elements), at least one input device, and at least one
output device. One or more programs that may implement or
utilize the ranking techniques of the present invention, e.g.,
through the use of a data processing AP, reusable controls, or
the like, are preferably implemented in a high level proce-
dural or object oriented programming language to communi-
cate with a computer system. However, the program(s) can be
implemented in assembly or machine language, if desired. In
any case, the language may be a compiled or interpreted
language, and combined with hardware implementations.

The methods and apparatus of the present invention may
also be practiced via communications embodied in the form
of program code that is transmitted over some transmission
medium, such as over electrical wiring or cabling, through
fiber optics, or via any other form of transmission, wherein,
when the program code is received and loaded into and
executed by a machine, such as an EPROM, a gate array, a
programmable logic device (PLD), a client computer, etc., the
machine becomes an apparatus for practicing the invention.
When implemented on a general-purpose processor, the pro-
gram code combines with the processor to provide a unique
apparatus that operates to invoke the functionality of the
present invention. Additionally, any storage techniques used
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in connection with the present invention may invariably be a
combination of hardware and software.

While the present invention has been described in connec-
tion with the preferred embodiments of the various figures, it
is to be understood that other similar embodiments may be
used or modifications and additions may be made to the
described embodiment for performing the same function of
the present invention without deviating therefrom. For
example, while exemplary network environments of the
invention are described in the context of a networked envi-
ronment, such as a peer to peer networked environment, one
skilled in the art will recognize that the present invention is
not limited thereto, and that the methods, as described in the
present application may apply to any computing device or
environment, such as a gaming console, handheld computer,
portable computer, etc., whether wired or wireless, and may
be applied to any number of such computing devices con-
nected via a communications network, and interacting across
the network. Furthermore, it should be emphasized that a
variety of computer platforms, including handheld device
operating systems and other application specific operating
systems are contemplated, especially as the number of wire-
less networked devices continues to proliferate.

While exemplary embodiments refer to utilizing the
present invention in the context of a Web search service, the
invention is not limited to the context of Web search services,
but rather may be implemented to provide a kind of quality
metric to any set of documents or content, which in some
fashion refer to one another. For instance, a user may have a
set of pictures, movie, songs, etc. stored on his or her com-
puter (or across multiple computing devices) that interrelate
structurally in some fashion (by people, places, times, events,
artist, album, title, actors, etc.) and the scoring of the inven-
tion may be applied to the pictures based upon the structural
interrelationships of the content. For instance, a similarity, or
other relationship, between a first content and a second con-
tent may be considered a link from the first content to the
second content. Also, while API 432 is described above in
connection with the scoring process, it is noted that a separate
API may be implemented for that purpose, i.e., the use of API
432 to retrieve and order based upon a query need not be tied
to the scoring process. Moreover, the term “in proportion to”
as utilized herein refers to any mathematical relationship
between two entities wherein when one entity increases, the
other increases according to all known mathematical relation-
ships including, but not limited to, geometric, linear, expo-
nential, logarithmic and other relationships. The same applies
to the term “inversely proportional” or “in inverse proportion
t0,” 1.e., when one entity increases, the other decreases. Addi-
tionally, since the term server can mean a variety of things in
a variety of contexts, the term “Web server” as variously
utilized herein is intended at least to refer to server computer
(s) and/or server object(s) comprising any one or more of (A)
a plurality of Web pages with the same symbolic host name,
(B) aplurality of Web pages associated with the same domain,
and (C) a plurality of Web pages associated with the same IP
address. Still further, the present invention may be imple-
mented in or across a plurality of processing chips or devices,
and storage may similarly be effected across a plurality of
devices. Therefore, the present invention should not be lim-
ited to any single embodiment, but rather should be construed
in breadth and scope in accordance with the appended claims.

What is claimed is:

1. In a computing system comprising at least one processor
and a memory communicatively coupled to said at least one
processor, a method for adjusting a score of a document
returned in a list of scored documents responsive to a search
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engine query, wherein a Web server is assigned a minimum
score to be divided among documents hosted on the Web
server and said minimum score increases in proportion to a
number of structurally linked documents endorsing said
document, the method comprising:
identifying, using said computing system, the Web server
hosting said document, said Web server defined by at
least one of: (A) a server comprising a plurality of Web
pages with the same symbolic host name, (B) a server
comprising a plurality of Web pages associated with the
same domain, and (C) a server having a plurality of Web
pages associated with the same IP address;

determining, on said computing system, an adjustment
factor in inverse proportion to a total number of docu-
ments hosted on said Web server;

adjusting said score as a function of said adjustment factor,

whereby when said number of documents on said Web
server increases said score decreases and when said
number of documents on said Web server decreases said
score increases; and

storing the adjusted score in said memory.

2. The method according to claim 1, further including:

assigning the score to the document in proportion to the

number of structurally linked documents endorsing said
document.

3. The method according to claim 1, further including:

assigning the score in proportion to at least one score

assigned to at least one of said structurally linked docu-
ments endorsing said document.

4. The method according to claim 1, further including:

assigning the score in proportion to (A) the number of

structurally linked documents endorsing said document
and (B) at least one score assigned to at least one of said
structurally linked documents endorsing said document.

5. The method according to claim 2, further including:

assigning the score to the document in inverse proportion

to the number of outlinks of at least one of said structur-
ally linked documents endorsing said document.

6. The method according to claim 1, wherein said adjusting
includes adjusting the score in inverse proportion to the num-
ber of documents located on the same domain as said docu-
ment.

7. The method according to claim 1, wherein said adjusting
includes adjusting the score in inverse proportion to the num-
ber of documents having the same symbolic host name as said
document.

8. The method according to claim 1, wherein said adjusting
includes adjusting the score in inverse proportion to the num-
ber of documents associated with the same internet protocol
(IP) address as said document.

9. The method according to claim 1, further comprising:

adjusting the score based upon summing the scores of the

at least one other document linking to said first docu-
ment.

10. The method according to claim 1, wherein the struc-
turally linked documents are Web pages having hyperlinks
and the document is a Web page.

11. The method according to claim 1, further including
outputting the adjusted score of the document to a component
of a Web search service.

12. The method according to claim 1, further including
assigning a set of documents scores higher than an average
minimum score.

13. The method according to claim 12, wherein the set of
documents is based on at least one of Nielsen ratings, ratings
assigned by humans, Web page usage patterns extracted from
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ISP proxy logs, Web page usage patterns extracted from a
search engine and documents specified according to a user
preference.

14. The method according to claim 1, further including
altering the adjusted score of the document based upon an
additional scoring technique to said adjusting the score.

15. The method according to claim 14, further including
comparing the adjusted score against said additional scoring
technique to discover anomalous results.

16. In a computing system comprising at least one proces-
sor and a memory communicatively coupled to said at least
one processor, a method for assigning a score to a document
of'a plurality of structurally linked documents, the document
is hosted on a Web server and the Web server is assigned a
minimum score to be divided among documents hosted on the
Web server and said document is returned in a list of scored
documents responsive to a search engine query, the method
comprising:

locating said document on the Web server defined by at

least one of: (A) a server comprising a plurality of the
Web pages with the same symbolic host name, (B) a
server comprising a plurality of Web pages associated
with the same domain, and (C) a server having a plurality
of Web pages associated with the same IP address,
wherein said document has at least one backlink from at
least one source document of the plurality of structurally
linked documents;

calculating the score of the document in proportion to at

least one score associated with at least one of the at least
one source document;

calculating the score in inverse proportion to a total number

of said at least one source document located on said Web
server resulting in said score being divided among said
total number of documents, whereby when said number
of documents increases said score decreases and when
said number of documents decreases said score
increases; and

storing the score in said memory.

17. The method according to claim 16, wherein the score is
calculated inversely proportional to the number of said at
least one source document located on the same Web server.

18. The method according to claim 17, wherein the score is
calculated inversely proportional to the number of said at
least one source document having the same symbolic host
name.

19. The method according to claim 17, wherein the score is
calculated inversely proportional to the number of said at
least one source document associated with the same domain.

20. The method according to claim 17, wherein the score is
calculated inversely proportional to the number of said at
least one source document associated with the same internet
protocol (IP) address.

21. The method according to claim 16, wherein the plural-
ity of structurally linked documents are Web pages having
hyperliniks and the document is a Web page.

22. A computer readable medium storing computer execut-
able instructions for assigning a score to a document of a
plurality of structurally linked documents, wherein the docu-
ment is located on a Web server assigned a minimum score to
be divided among documents hosted on the Web server and
the document is returned in a list of scored documents respon-
sive to a search engine query, the documents having at least
one backlink from at least one other document of the plurality
of structurally linked documents, the medium comprising:

instructions for locating said document on the Web server

defined by at least one of: (A) a server comprising a
plurality of Web pages with the same symbolic host
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name, (B) a server comprising a plurality of Web pages
associated with the same domain, and (C) a server hav-
ing a plurality of Web pages associated with the same IP
address;
instructions for assigning the score to the document in
inverse proportion to a total number of documents
located on said Web server resulting in said score being
assigned to said document by being distributed among
said number of documents, including said document,
whereby when said number of documents increases said
score assigned to said document decreases and when
said number of documents decreases said score assigned
to said document increases; and
instructions for storing the score in a memory.
23. The computer readable medium according to claim 22,
further including:
instructions for assigning the score to the document in
proportion to the number of said at least one other docu-
ment.
24. The computer readable medium according to claim 22,
further including:
instructions for assigning the score in proportion to at least
one score assigned to at least one of said at least one
other document.
25. The computer readable medium according to claim 22,
further including:
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instructions for assigning the score in proportion to (A) the
number of said at least one other document and (B) at
least one score assigned to at least one of said at least one
other document.

26. The computer readable medium according to claim 23,
further including:

instructions for assigning the score to the document in

inverse proportion to the number of outlinks of at least
one of said at least one other document.

27. The computer readable medium according to claim 22,
wherein said instructions for assigning include instructions
for assigning the score to the document in inverse proportion
to the number of documents located on a Web server with the
same symbolic host name as said document.

28. The computer readable medium according to claim 22,
wherein said instructions for assigning include instructions
for assigning the score to the document in inverse proportion
to the number of documents located on the same domain as
said document.

29. The computer readable medium according to claim 22,
wherein said instructions for assigning include instructions
for assigning the score to the document in inverse proportion
to the number of documents associated with the same internet
protocol (IP) address as said document.
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