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GENERATING AND APPLYING A TRAINED
STRUCTURED MACHINE LEARNING
MODEL FOR DETERMINING A SEMANTIC
LABEL FOR CONTENT OF A TRANSIENT
SEGMENT OF A COMMUNICATION

BACKGROUND

Business-to-consumer (“B2C”) emails and similar com-
munications may often follow more structured patterns than
person-to-person emails, with many being created automati-
cally using templates. However, these templates are not
typically made available to entities interested in extracting
data from these communications. Some B2C communica-
tions may be structured using markup languages such as the
Hyper Text Markup Language (“HTML”) or the Extensible
Markup Language (“XML”). Other B2C communications
may take the form of plain text.

SUMMARY

The present disclosure is generally directed to methods,
apparatus, and computer-readable media (transitory and
non-transitory) for analyzing a cluster of communications,
such as B2C emails, to generate a template for the cluster
that defines transient segments and fixed segments of the
cluster of communications. More particularly, the present
disclosure is directed to methods, apparatus, and computer-
readable media for generating and/or applying a trained
structured machine learning model for a generated template
that can be used to determine, for one or more transient
segments of subsequent communications, a corresponding
probability that a given semantic label is the correct seman-
tic label for extracted content of the transient segment(s).

The trained structured machine learning model for a
template enables structured prediction of the given semantic
label that may take into account context of subsequent
communications that match the template (e.g., it may take
into account the sequence of the given semantic label and
“neighboring” semantic labels). In some implementations, a
structured machine learning model may be trained for a
template based only on training examples that are generated
based on communications that have been determined to
match that template. In some of those and/or other imple-
mentations, the training examples on which the structured
machine learning model is trained may each include one or
more features that are determined based on output from a
classifier (i.e., a “weak learner”) that has been trained to
output probability of a given semantic label based on input
properties. For example, a feature of a training example may
be a weight for the training example that is based at least in
part on a probability provided as output from the classifier
based on properties of a communication provided as input to
the classifier. The classifier may optionally be trained based
at least in part on one or more communications that do not
conform to the template. Techniques disclosed herein may
be utilized to generate multiple templates and generate
multiple trained structured machine learning models. Each
of the structured machine learning models may be trained
based on training examples that are specific to communica-
tions that conform to a corresponding template—and each of
the models may be assigned to a corresponding template and
utilized as the model for subsequent communications that
conform to the template. Accordingly, each of a plurality of
templates may have a corresponding assigned structured
machine learning model that is specific to the template.
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A generated template may be configured to enable extrac-
tion of content of one or more transient segments from
subsequent communications, while optionally ignoring con-
tent of confidential transient segments and/or content of
fixed segments that is shared among the structured commu-
nications of the cluster (e.g., boilerplate). For example, the
template may be used to extract, from an email, content from
transient segments, such as departure time, arrival time,
arrival airport, product purchased, purchase price, shipping
date, etc. Confidential information (e.g., information that
could be used to identify someone) such as a recipient’s
name, address, credit card number, and so forth, as well as
fixed boilerplate, may be ignored.

Moreover, semantic labels may be assigned to content
extracted from transient segments based on various tech-
niques described herein. For example, one or more semantic
labels may be assigned to transient segments based on
heuristics and/or regular expressions. For instance, a regular
expression may be defined that assigns a “total price” label
to a transient segment when content of that transient seg-
ment (currently extracted content or content from previous
communications) includes “$”, includes a numerical value
(optionally with a “.” that is followed by two numbers),
and/or is preceded by a “fixed” segment that includes one or
more terms (e.g., “total”, “amount”).

Also, for example, a trained structured machine learning
model may be generated for a template of a cluster of
communications that defines parameters for determining, for
one or more transient segments of the template, a corre-
sponding probability that a given semantic label is the
correct semantic label for extracted content of the transient
segment(s). The semantic label may be assigned to one or
more of the transient segments when a determined corre-
sponding probability satisfies a threshold. In some imple-
mentations, the trained structured machine learning model
may be assigned to a template, selected for a subsequent
communication that matches the template (e.g., conforms to
a cluster of communications based on which the template
was generated), and applied to the subsequent communica-
tion to determine whether the given semantic label is a
correct label for content of one or more transient segments
in the subsequent communication. For example, the trained
structured machine learning model may be applied in view
of features of the subsequent communication to determine
the probability that the given semantic label is the correct
label for a transient segment, and the given semantic label
assigned to content of the given transient segment when the
probability satisfies a threshold.

In some implementations, training examples are gener-
ated to train the structured machine learning model for a
template. Each of the training examples defines a plurality of
features, at least some of which are based on a communi-
cation that corresponds to the template (i.e., observed data).
Various features may be utilized, such as annotated semantic
labels for one or more transient segments, a “fixed” label for
one or more fixed segments, one or more terms of fixed
segments, one or more terms of transient segments, locations
(i.e., the order) of transient and/or fixed segments, etc.

In some implementations, a semantic label for a transient
segment of a communication that is utilized as a feature for
a training example is a semantic label determined based on
output from a classifier (i.e., a “weak learner”) that generates
a probability of the semantic label for the transient segment
based on one or more properties related to the transient
segment (e.g., content based properties, context based prop-
erties, search based properties, knowledge based properties).
In some implementations, a probability of a semantic label
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being a correct label for one or more transient segments
and/or a probability of the semantic label being an incorrect
label for one or more of the transient segments may also be
used as a feature for a training example based on the
communication. For example, one or more of the probabili-
ties may be utilized to determine a weight for the training
example. In various implementations, the trained structured
machine learning model is an expectation maximization
trained conditional random field model that may optionally
be trained via an expectation maximization algorithm.

In some implementations, a corpus of communications
may be grouped into a plurality of clusters based on simi-
larities between the communications and/or their metadata.
For instance, flight itinerary emails from one airline may
form one cluster; flight itinerary emails from another airline
may form another cluster. A template may then be generated
for each cluster, and a trained structured machine learning
model generated and assigned to the template as described
herein. Subsequent communications may be matched to a
template using the same or similar technique as was used to
initially group the corpus of communications into clusters.
The template to which a subsequent communication is
matched may dictate the trained structured machine learning
model that is used to determine a semantic label for one or
more transient fields of the subsequent communication.

In various implementations, one or more (e.g., all) aspects
of techniques described herein may be performed without
human access to one or more (e.g., all) communications
utilized in performing the techniques. For example, seg-
ments of a cluster of communications may be classified as
either transient or fixed without human access to those
communications. Also, for example, transient segments of a
plurality of transient segments of a communication may be
annotated with corresponding semantic labels utilizing a
classifier and without human access to those communica-
tions. As yet another example, training examples may be
generated based on communications and utilized to train a
structured machine learning model without human access to
those communications.

Implementations disclosed herein propose a hybrid
approach to determine, for one or more transient segments,
a corresponding probability that a given semantic label is the
correct semantic label for extracted content of the transient
segment(s). The hybrid approach may generally comprise
training a structured machine learning model (e.g., a con-
ditional random field model) for a template using training
examples that include one or more semantic labels for one
or more transient segments that are predicted by a classifier
(e.g., a binary classifier). The semantic labels are predicted
by the classifier based on properties of communications that
conform to the template. In some of those implementations,
an expectation maximization (EM) algorithm is optionally
utilized in training the structured machine learning model to
remove noise and/or improve accuracy. Implementations
disclosed herein may improve accuracy, precision, and/or
recall of applying correct semantic labels to transient seg-
ments of communications—and may be utilized for various
semantic labels such as those that are indicative of product
names, event names, formal names, order confirmation
numbers, order numbers, customer numbers, product num-
bers, and so forth.

In some implementations, a computer implemented
method may be provided that includes the steps of: grouping
a corpus of electronic communications into a plurality of
clusters based on metadata associated with each communi-
cation; identifying, from communications of a particular
cluster, a set of segments; classifying a plurality of the
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segments of the set of segments as transient segments,
wherein classifying a given segment of the segments as a
transient segment is based on variability of content of the
given segment across the particular cluster, and wherein the
classifying is performed without human access to content of
the communications; generating a template for the cluster
that defines an order of the transient segments; for each
communication of a training set of the communications of
the particular cluster, annotating each of one or more of the
transient segments with at least one corresponding semantic
label, the annotating performed without human access to the
content of the communications; generating training
examples that each define a plurality of features for a
corresponding one of the communications of the training set,
the features including at least the annotated semantic labels
for the transient segments and the order for the transient
segments; and training a structured machine learning model
for the template using the training examples, the trained
structured machine learning model defining parameters for
determining, for one or more of the transient segments, a
corresponding probability that a given semantic label of the
semantic labels is a correct label.

In some implementations, a computer implemented
method may be provided that includes the steps of: identi-
fying, by one or more processors, metadata of an email;
comparing, by one or more of the processors, the metadata
of the email to indexed content of a plurality of templates;
selecting by one or more of the processors, a matched
template of the templates based on the comparing, the
matched template defining locations of transient segments in
the email; identifying, by one or more of the processors, a
trained structured machine learning model assigned to the
matched template, the trained structured machine learning
model defining parameters for determining a probability that
a semantic label is a correct label for a given transient
segment of the transient segments; identifying, by one or
more of the processors, the given transient segment in the
email; extracting, by one or more of the processors, content
from the electronic communication that is included in the
given transient segment; applying, by one or more of the
processors, the trained structured machine learning model to
the email to determine the semantic label is a correct label
for the content; and assigning, by one or more of the
processors, the semantic label to the extracted content based
on the determination that the semantic label is the correct
label for the given transient segment.

In some implementations, a computer implemented
method may be provided that includes the steps of: grouping
a corpus of electronic communications into a plurality of
clusters based on metadata associated with each communi-
cation; identifying, from communications of a particular
cluster, a set of segments; classifying a plurality of the
segments of the set of segments as transient segments,
wherein classifying a given segment of the segments as a
transient segment is based on variability of content of the
given segment across the particular cluster, and wherein the
classifying is performed without human access to content of
the communications; generating a template for the cluster
that defines an order of the transient segments; for each
communication of a training set of the communications of
the particular cluster: providing, as input to a classifier, one
or more properties of content of a given transient segment in
the communication, receiving, as output from the classifier,
a probability that a given semantic label is correct for the
given transient segment for the communication, and anno-
tating, for the communication, the given transient segment
with the given semantic label and a probability of the given
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semantic label; generating training examples that each
define a plurality of features for a corresponding one of the
communications of the training set, the features including at
least the order for the transient segments, semantic labels for
each of the transient segments for the communication, and
a weight for the training example that is based at least in part
on the probability for the communication; training a struc-
tured machine learning model for the template using the
training examples, the trained structured machine learning
model defining parameters for determining, for one or more
of the transient segments, a corresponding probability that a
given semantic label of the semantic labels is a correct label;
and assigning the trained structured machine learning model
to the template for application to additional communications
that match the template to determine the probability that the
given semantic label is a correct label for content of one of
the transient segments in the additional communication.

Other implementations may include a non-transitory com-
puter readable storage medium storing instructions execut-
able by a processor to perform a method such as one or more
of'the methods described above. Yet another implementation
may include a system including memory and one or more
processors operable to execute instructions, stored in the
memory, to perform a method such as one or more of the
methods described above.

It should be appreciated that all combinations of the
foregoing concepts and additional concepts described in
greater detail herein are contemplated as being part of the
subject matter disclosed herein. For example, all combina-
tions of claimed subject matter appearing at the end of this
disclosure are contemplated as being part of the subject
matter disclosed herein.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1A illustrates an example of how a corpus of
communications may be analyzed by various components of
the present disclosure to generate one or more templates.

FIG. 1B depicts an example of how a structured machine
learning model may be trained for a template based on
training examples generated in view of communications that
conform to the template.

FIG. 2 illustrates an example of how content may be
extracted from a subsequent communication using a tem-
plate and how one or more semantic labels may be assigned
to the content based on a structured machine learning model
assigned to the template.

FIG. 3A depicts an example communication.

FIG. 3B depicts content of the communication of FIG. 3A
broken into transient and fixed segments according to a
template.

FIG. 3C depicts a structured model of the communication
of FIG. 3A, with annotated semantic labels and correspond-
ing probabilities for each of the transient segments.

FIG. 4 depicts a flow chart illustrating an example method
of generating a template for a cluster of communications.

FIG. 5 depicts a flow chart illustrating an example method
of training a structured machine learning model for a tem-
plate.

FIG. 6 depicts a flow chart illustrating an example method
of extracting content from a transient segment of a commu-
nication and assigning a semantic label to the extracted
content based on a trained structured machine learning
model assigned to the template.
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FIG. 7 schematically depicts an example architecture of a
computer system.

DETAILED DESCRIPTION

FIG. 1A illustrates an example environment in which a
corpus of communications 100 may be grouped into clusters
152a-n, and in which clusters of communications may be
analyzed to generate templates 154a-n. As used herein, a
“communication” may refer to an email, a text message
(e.g., SMS, MMS), an instant message, or any other com-
munication, particularly B2C communications, that are typi-
cally (but not always) automatically generated. In various
implementations, one or more communications may be
“structured communications” that are structured using vari-
ous markup languages such as the Extensible Markup Lan-
guage (“XML”) or the Hypertext Markup Language
(“HTML”), though this is not required. In various imple-
mentations, a communication 100 may include various
metadata. For instance, emails may include one or more
sender identifiers (e.g., sender email addresses), one or more
recipient identifiers (e.g., recipient email addresses, includ-
ing cc'd and bec'd recipients), a date sent, one or more
attachments, a subject, and so forth.

In some implementations, a cluster engine 124 may be
configured to group the corpus of communications 100 into
a plurality of clusters 152a-» based on one or more patterns
shared among one or more communications 100 within the
corpus. In some implementations, cluster engine 124 may
have one or more preliminary filtering mechanisms to dis-
card communications that are not suitable for template
generation. For example, if a corpus of communications 100
under analysis includes personal emails and B2C emails,
personal emails may be discarded. Cluster engine 124 may
utilize various aspects of communications 100 to group B2C
and other similar communications into clusters, such as
metadata, formatting information (e.g., HTML nodes,
XPaths, etc.), textual similarities, byte similarities, and so
forth. In some implementations, cluster engine 124 may use
metadata such as a sending entity or a subject of email, alone
or in combination, to select a cluster to which the email
belongs.

Cluster engine 124 may use various techniques to perform
communication clustering. In some implementations, cluster
engine 124 may be configured to analyze an email subject
using one or more regular expressions. For example, emails
from a particular sending entity (which may include emails
from more than one email address) may be analyzed to
determine a frequency of words found in the emails’ sub-
jects. Words satisfying a particular criterion (e.g., a fre-
quency threshold) may be considered “fixed.” Words that do
not satisfy the criterion may be considered “transient.” In
some implementations, the emails’ subjects may then be
analyzed again to generate regular expressions. Fixed terms
may remain unchanged in the regular expressions (e.g.,
represented as “constants”). Transient words/terms may be
replaced with regular expression wildcards. In some imple-
mentations, each element of the set of unique regular expres-
sions may represent a unique cluster. An email may be
assigned to a cluster associated with a regular expression
that best matches the email’s subject. A cluster may be
considered a “best match” for an email based on various
metrics, such as the cluster having the longest matching
regular expression for the email’s subject.

Additionally or alternatively, communications such as
emails may be clustered based on structural similarities. For
example, a set of XPaths for an email (e.g., a set of addresses
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to reach each node in the email’s XML node tree) may be
independent of the email’s textual content. Thus, the simi-
larity between two or more such emails may be determined
based on a number of shared XPaths. An email may be
assigned to a particular cluster based on the email sharing a
higher number of XPaths with emails of that cluster than
with emails of any other cluster. Additionally or alterna-
tively, two emails may be clustered together based on the
number of XPaths they share compared to, for instance, a
total number of XPaths in both emails.

In some implementations, communications such as emails
may be clustered additionally or alternatively based on
textual similarities. For example, emails may be analyzed to
determine shared terms, phrases, ngrams, ngrams plus fre-
quencies, and so forth. Based on these data points, emails
may be clustered. For example, emails sharing a particular
number of shared phrases and ngrams may be clustered
together.

In some implementations, emails may even be grouped
into clusters based on byte similarity. For instance, emails
may be viewed as strings of bytes that may include one or
both of structure (e.g., metadata, XPaths) and textual con-
tent. In some implementations, a weighted combination of
two or more of the above-described techniques may be used
as well. For example, both structural and textual similarity
may be considered, with a heavier emphasis on one or the
other.

Once a corpus of communications are grouped into clus-
ters 152a-n, each cluster may contain communications that
are highly likely to include the same boilerplate and struc-
ture, and to have transient data (which may be the primary
data of interest for extraction) in approximately the same
locations (e.g., spatially and/or in terms of the same XPath).
Path classifier engine 126, semantic classifier engine 128,
and template generation engine 132 may then perform
various downstream processing to produce templates 154a-n
for clusters 152a-n.

Path classifier engine 126 may be configured to identify,
from communications of a particular cluster 152, a set of
segments. As used herein, a “segment” may refer to an
address to reach a node in a communication. In implemen-
tations in which the communications of a particular cluster
152 are structured communications, the address may be a
markup language node, such as an XPath. In implementa-
tions in which the communications of a particular cluster
152 are non-structured plain text, the address may be a tree
location node, such as a node in a hierarchical tree (e.g., a
parse tree) that segments plain text based on one or more
criteria. In some implementations, path classifier engine 126
may collect all segments from all communications in a
particular cluster 152 into a set. Path classifier engine 126
may then classify the segments in the set in various ways
depending on the nature of text or other data that are
associated with the segments.

For example, in some implementations, path classifier
engine 126 may classify a segment underlying a segment of
text that is not shared among all emails (e.g., a recipient’s
name, address, phone number, a particular departure or
arrival time, a purchased product, a purchase price, and so
forth) of a cluster as “transient.” In some implementations,
path classifier engine 126 may classify a particular segment
underlying a particular segment of text as transient in
response to a determination, e.g., by path classifier engine
126, that a count of occurrences of the particular segment of
text across the particular cluster satisfies some criterion (e.g.,
a frequency threshold).
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By contrast, path classifier engine 126 may classify
another segment that is associated with a segment of text that
is shared among all (or most) communications of the cluster
as “fixed” (e.g., boilerplate). In various implementations,
path classifier engine 126 may classify a particular segment
associated with a particular segment of text as fixed in
response to a determination, e.g., by path classifier engine
126, that a count of occurrences of the particular segment of
text across the particular cluster fails to satisfy the afore-
mentioned threshold, or satisfies another threshold. Various
criteria may be used to determine that a segment underlying
a particular segment of text is transient or fixed, such as a
minimum/maximum threshold (e.g., if the segment of text is
found in less or more than a particular number of emails in
a cluster, or in a percentage of the emails that is above or
below a threshold).

Suppose a particular segment of text such as a specific
departure time (e.g., May 1, 2015 at 8:00 am) or a specific
product purchased (e.g., “Acme model 35986 Box Wrench”)
is only shared among a small number of emails in a cluster
(or even only in a single email). That segment of text is not
likely boilerplate, but instead is likely transient data of
potential interest for extraction. Path classifier engine 126
may classify the segment underlying that segment of text as
“transient.” In contrast, another segment of text such as
“Departure time:” or “Delivery Estimate:” that is repeated
among numerous emails in a cluster may likely be boiler-
plate (although as noted below it may be used as a signal by
labeling engine 128, classifier 160, and/or training engine
165). Path classifier engine 126 may classify the segment
underlying that segment of text as “fixed.”

In some implementations, path classifier engine 126 may
construct a bipartite graph. Nodes in a first set may represent
segments. Nodes in a second set may represent correspond-
ing segments of text, with edges to the corresponding nodes
in the first set. Edges between nodes in the first and second
sets may be weighted, e.g., by a number of occurrences of
a particular segment of text in association with a particular
segment. The node pairs may be sorted by their edge
weights, and those weights that satisfy a particular threshold
(e.g., less than a predetermined weight or some other similar
threshold) may be considered “transient.” Node pairs having
edges with weights that satisfy some other threshold (e.g.,
greater than the predetermined weight) may be considered
“fixed.”

Suppose a cluster of emails are from a particular airline
and are meant to communicate itineraries to passengers. One
segment (e.g., “/html/body/div/h3/”) of the set of segments
obtained from the emails of the cluster may be represented
by a first node with a value, “/html/body/div/h3/”. That first
node may be connected to a textual node (e.g., “Departure
Airport:”) via an edge. That edge may have a weight that
satisfies a threshold because most if not all emails of the
cluster will likely include the text “Departure Airport:” in
association with the same XPath. Accordingly, that first node
(and its corresponding segment) may be classified as
“fixed.”

Another segment (e.g., “/html/body/div/p”) of the set of
segments obtained from the emails of the cluster may be
represented by a second node with a value, “/html/body/div/
p”. That second node may be connected via numerous edges
to numerous textual nodes representing strings of text
describing different departure airports. Many of those edges
may therefore have weights that that do not satisfy the
aforementioned threshold, or that satisfy a different thresh-
old (e.g., less than 5% of node pairs reflect that correspon-
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dence). Accordingly, that second node (and its correspond-
ing segment) may be classified as “transient.”

In some implementations where a bipartite graph is con-
structed, an algorithm such as the following may be imple-
mented:

graph={ }

for each email in cluster

for each XPath in email
text=GetText(XPath)
graph[text]=XPath
graph[XPath|=text
end for
end for
XPath_set=SortAllXPaths(graph)
A template (e.g., 154) may be generated from a bipartite
graph generated using this algorithm. In some embodiments,
a template 154 may include an ordered sequence of fixed
segments, transient segments, and/or fixed segments of text.

In some embodiments, a particular textual node may have
a frequency { that is equal to a number of times that textual
string is observed across emails of a cluster. Textual nodes
with frequencies f that satisfy a particular threshold or
function may be classified as fixed. The following are
examples of functions that may be used to classify a textual
node as fixed or transient, with N being a positive integer
that is equal to a number of emails in a cluster:

A textual may be fixed where f/N>threshold

where

2 N
threshold = upper_limit— 3 X " X (upper_limit— lower_limi

“upper_limit” may be a maximum fraction or percentage of
communications to consider something fixed. For example,
if upper_limit is equal to 0.2, then every segment of text that
appears in more than 20% of communications of a cluster is
considered fixed. “lower_limit” may be a minimum fraction
or percentage of communications to consider something
fixed. For example, if lower_limit is equal to 0.01, then
every segment of text that appears in less than 1% of
communications of a cluster is considered transient. k may
be a constant selected based on various criteria. In some
implementations, k may be a number of communications at
which a curve representing the threshold peaks, flattens, and
even begins decreasing. For example, if a cluster includes a
relatively large number of emails, then k may be reduced.
“min_occurrence_ratio_range” may be a difference between
a maximum percentage allowed and a minimum percentage
allowed.

Labeling engine 128 is optional and may be configured to
determine certain semantic labels to be assigned to one or
more of the transient segments classified by path classifier
engine 126. Labeling engine 128 may make these determi-
nations based on various signals, and may optionally only
assign a semantic label to a transient segment when it is
determined with high confidence to be a correct semantic
label for the transient segment. Some signals may be asso-
ciated with communications of a particular cluster of com-
munications, and may include things like metadata (e.g.,
sending entity, textual patterns in subjects, etc.) and content
of communications, particularly segments of text associated
with segments that are considered “fixed.”

One example signal that may be used by labeling engine
128 is a context of the communications of a particular
cluster. Suppose the cluster includes emails from a particular
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airline reporting itineraries to passengers. That general con-
text may enable semantic classifier engine 128 to search for
cues that might typically be located in such emails, such as
words like “Departure,” “Depart,” etc., particularly in com-
bination with other cues, such as a colon following a
particular word. For example, one or more fixed segments of
text contained in communications of the cluster within a
particular distance of a particular segment of text may be
analyzed to determine what the particular segment of text is
meant to communicate. If a transient XPath underlying a
segment of text, “May 1, 2015 at 8:00 am,” is immediately
preceded by a fixed XPath underlying a segment of text,
“Depart,” and particularly if a colon or dash is between
them, then labeling engine 128 may assign a semantic label
indicative of Departure Date/Time to the transient XPath.
Additionally or alternatively, semantic classifier engine 128
may assign a semantic data type to a particular transient
segment based on one or more patterns in segments of text
associated with the transient segment (e.g., “MM/DD/YY,”
“MM/DD/YYYY,” “$dd,ddd.dd,” etc.). In various imple-
mentations, semantic classifier engine 128 may use one or
more regular expressions and/or heuristics in determining
and/or assigning semantic labels to one or more of the
transient segments.

In some implementations, labeling engine 128 may
employ various techniques to protect information users may
consider sensitive or otherwise confidential. For example,
labeling engine 128 may classity (or reclassify) one or more
segments, previously classified as transient, as “confiden-
tial.” In subsequent processing of communications, seg-
ments of text associated with transient, but confidential,
segments may be ignore or otherwise discarded. Labeling
engine 128 may classify (or reclassify) a particular segment
as confidential based on various signals. For example,
sensitive data like credit card numbers or social security
numbers may have known numeric patterns that labeling
engine 128 may recognize.

Template generation engine 132 may be configured to
generate one or more templates 154a-n, e.g., based on the
classified segments provided by path classifier engine 126
and/or semantic classifier engine 128. Those templates may
be usable by various components to, for example, determine
an order of segments, determine whether the segments are
transient or fixed, and/or to determine text included in one
or more of the segments. The templates may additionally
and/or alternatively be usable to, for example, extract, from
one or more subsequent communications, one or more
segments of text associated with transient (and in some
cases, non-confidential) segments. In some implementa-
tions, a template generated by template generation engine
132 may define the text in fixed regions, the locations of the
fixed regions (e.g., the XPath), the locations of the transient
regions (e.g., the XPath), and/or semantic labels of the
transient regions assigned by the labeling engine 128.

Operations performed by cluster engine 124, path classi-
fier engine 126, semantic classifier engine 128, signal engine
130 and/or template generation engine 132 may be per-
formed on individual computer systems, distributed across
multiple computer systems, or any combination of the two.
These one or more computer systems may be in communi-
cation with each other and other computer systems over one
or more networks (not depicted).

FIG. 1B depicts an example of how a trained structured
machine learning model may be trained for template 154a
based on training examples generated in view of communi-
cations 100a that conform to the template. Template 154q is
provided as an example only, and other templates may
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present data in different formats, include additional and/or
alternative data, and/or otherwise vary from the example
template 154a. Each of the fixed segments of the template
154a of FIG. 1B is defined by a tuple that includes the
classification of the segment (fixed), a location of the
segment (e.g., “location 1” (e.g., an XPath) for “segment
17), and the fixed text for the segment (e.g., “fixed text 1” for
“segment 17). Each of the transient segments of the template
154a is defined by a tuple that includes the classification of
the segment (transient), a location of the segment (e.g.,
“location 2” (e.g., an XPath) for “segment 2”), and a
semantic label (if known) for the segment (e.g., “tracking #”
for “segment 2”). The locations of the segments defines the
order of the segments relative to one another.

In FIG. 1B, the semantic label for transient “segment 4”
is “unknown.” The semantic labels for the other transient
segments are all “known.” For example, they may have been
determined and annotated for those transient segments by
label engine 128 as described with respect to FIG. 1A. In
other implementations, multiple (e.g., all) transient seg-
ments of a template may be “unknown.”

A plurality of communications 100a for the template 1544
are also illustrated in FIG. 1B. The communications 100a
are communications from the corpus that “match” the tem-
plate 154A and that are selected as a “training set” of
communications. For example, the communications 100«
may include one or more (e.g., all) of the communications
that were utilized to generate the template 1544 and/or may
be matched to the template 1544 (e.g., by the cluster engine
124) using the same or similar technique as was used to
initially group the corpus of communications into the cluster
utilized to generate the template 154A.

For each of a plurality of the communications 100a, the
classifier 160 determines at least one semantic label for
“segment 4” and one or more corresponding probabilities for
each semantic label in view of the communication 100a. For
example, the classifier 160 may be configured to receive, as
input, one or more properties related to a segment, and
generate, as output: 1) a probability that a given semantic
label is the correct label for the segment; and/or 2) a
probability that the given semantic label is the incorrect
label for the segment (i.e., the probability that the correct
label is “other”). As described in more detail below, the
properties that are related to the segment of a communica-
tion that are provided as input to the classifier 160 may
include properties related to the content of the segment in the
communication, properties related to context of the segment
in the communication, among others. Thus, the classifier 160
provides output in view of one or more properties related to
the segment for the communication being analyzed.

As one specific example, classifier 160 may be trained to
generate as output: a probability that “product™ is the correct
semantic label for the segment. Based on properties related
to the segment in a first communication of the communica-
tions 100q, the classifier 160 may provide output 162a of
“0.8.” Based on properties related to the segment in a second
communication of the communications 100a, the classifier
160 may provide output 162a of “0.7.”

Each output 1624 from the classifier 160 is provided to the
training engine 165 and the training engine 165 generates a
plurality of training examples for the template 154a. Each of
the training examples is based on one of the communications
100a and includes one or more features based on a corre-
sponding output 1624 provided by the classifier 160 and one
or more features based on the template 154a that are
considered as features for the communications 100a based
on them matching the template 154a. For example, each
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training example may be an array of elements, with: a first
element in the array defining one or more features for
segment 1 of the template 154a; a second element in the
array defining one or more features for segment 2 of the
template 154qa; a third element in the array defining one or
more features for segment 3 of the template 1544; a fourth
element in the array defining one or more features for
segment 4 of the template 154q; a fifth element in the array
defining one or more features for segment 5 of the template
154a; and a sixth element in the array defining one or more
features for segment 6 of the template 154a.

For example, and continuing with the example above, first
and second training examples may be generated based on the
output 1624 of “0.8” and based on the template 1544. For
instance, the training engine 165 may generate the first
training example by annotating the “product” semantic label
as a feature for transient segment 4 and may assign a weight
for the training example that is based on the probability of
“0.8”. Also, for instance, the training engine 165 may
generate the second training example by annotating a “non-
product” semantic label as a feature for segment 4 and may
assign a weight for the training example that is based on the
probability of “0.2” (e.g., deduced by the training engine
based on the probability of “0.8” that is a product). Other
features between the first and second training example may
be the same. For example, each of the training examples may
include features of: the order of segments 1-6; that segments
1, 3, and 5 are fixed; the fixed text of segments 1, 3, and 5;
the semantic labels of segments 2 and 6; and/or the text of
segments 2 and 6 in the communication on which the output
of “{product, 0.8; non-product, 0.2} was generated. Note
that the semantic labels of segments 2 and 6 may be
considered to be “annotated” for the corresponding commu-
nication based on them being defined in template 154a as
semantic labels for transient segments of all communica-
tions that conform to the template.

Still continuing with the example above, third and fourth
training examples may also be generated based on the output
162a of “0.7” and based on the template 1544. For instance,
the training engine 165 may generate the first training
example by annotating the “product” semantic label as a
feature for transient segment 4 and may assign a weight for
the training example that is based on the probability of “0.7”.
Also, for instance, the training engine 165 may generate the
second training example by annotating the “non-product”
semantic label as a feature for segment 4 and may be
assigned a weight that is based on the probability of “0.3”
(e.g., deduced based on the probability of “0.7”). Other
features between the third and fourth training example may
be the same. However, note that in some implementations
one or more of the other features for the third and fourth
training example may vary relative to the corresponding
features for the first and second training examples. For
example, where features for fixed text and/or transient text
are included, one or more of those features for a given
training example may be determined in view of the com-
munication 100a on which the given training example is
based—and such features may vary between communica-
tions.

The training engine 165 trains structured machine learn-
ing model 170a using the generated training examples.
Various structured learning techniques may be utilized for
the training depending on desired accuracy, computational
costs, time, and/or other factors. Generally, the training
engine 165 trains structured machine learning model 170a
by utilizing each of the generated training examples as
observed data to iteratively adjust the parameters of the
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structured machine learning model 170a. As described in
more detail in FIG. 2 below, the trained structured machine
learning model 170« is assigned to the template 1544 and
includes trained parameters that can be used to determine,
for one or more transient segments of template 154a, a
corresponding probability that a given semantic label is a
correct label.

The structured machine learning model 170« is a struc-
tured prediction model that, once trained, can be used to
predict the semantic label sequence for one or more (e.g.,
all) transient segments in a sequence. Various structured
prediction models and/or algorithms may be utilized such as,
for example, Bayesian networks, random fields, inductive
logic programing, structured support vector machines
(SVMs), constrained conditional models, and/or Markov
networks. One non-limiting example of a conditional ran-
dom field model is described in detail herein.

In some implementations, classifier 160 may be trained to
receive one or more features related to a textual segment as
input and to generate a conditional class probability as
output. The input features may include, for example, content
based features (e.g., the number of words in the segment,
number of digits in the segment, whether the segment has a
hyper-link, whether the segment is in a table), context based
features (e.g., distance to other segments such as distance to
another segment with a particular semantic label, distance to
a segment that is in a table header), search based features
(e.g., features of search results that are returned in response
to a search based on the textual segment), and/or knowledge
based features (e.g., features related to properties of named
entities in the text). In some of those implementations, the
classifier 160 may be trained using training examples gen-
erated based at least in part on human annotated documents,
such as one or more emails and/or other communications
that have been “donated” by one or more users and approved
by those users for human review. In some implementations,
the documents on which the training examples are generated
may optionally include, or be restricted to, documents that
share a particular classification (e.g., “purchase emails”,
“travel emails”, or “event emails”), though this is not
required. The classifier 160 may take any one of various
forms, such as a classifier that utilizes: logistic regression,
classification and regression trees (CARTS), multivariate
adaptive regression splines (MARS), generalized boosted
regression models (GBM), random forests, or an unstruc-
tured support vector machine (SVM).

Although only a single classifier 160 is illustrated in FIG.
1B, in some implementations multiple classifiers may be
provided. For example, in some implementations first and
second classifiers may be provided and the first classifier
may be trained to predict probability of a first semantic label
(e.g., product) and the second classifier maybe trained to
predict probability of a second semantic label (e.g., cus-
tomer name). In some of those implementations, additional
training examples may be generated based on the additional
classifier and the structured machine learning model may be
trained for a larger set of potential semantic labels. For
example, for a given communication, a first training
example may include the first semantic label as a feature for
one or more of the segments and a first weight for the
training example based on output from the classifier. A
second training example for the given communication may
include the second semantic label as a feature for the
segments and a second weight for the second training
example based on output from the second classifier.

Also, although FIG. 1B only depicts one “unknown”
transient segment, in many implementations, the classifier
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160 may provide conditional probabilities of a semantic
label for a plurality of unknown transient segments of a
template in view of input features for a communication that
conform to that template. For example, another template
may include a first unknown transient segment and a second
unknown transient segment. The classifier 160 may deter-
mine, based on a communication that conforms to the
template and for each of the unknown transient segments: 1)
a probability that a given semantic label is the correct label
for the segment; and/or 2) a probability that the given
semantic label is the incorrect label for the segment. In some
of those implementations, the training engine 165 may
generate four separate training examples based on the output
from classifier 160. The first training example may annotate
both unknown transient segments as “correct”, the second
may annotate both unknown transient segments as “incor-
rect”, the third may annotate the first segment as “correct”
and the second segment as “incorrect”, and the fourth may
annotate that the second segment is “correct” and the first
segment is “incorrect.” Further, the training engine 165 may
assign weights to each of the training examples based on the
probabilities provided by classifier 160 for the annotations
of each of the training examples. For example, for the third
training example (first segment correct, second segment
incorrect), the weight may be based on a probability that the
semantic label is correct for the first segment and a prob-
ability that the semantic label is incorrect for the second
segment. For instance, the two probabilities may be multi-
plied together and the product utilized as the weight.

With continuing reference to FIG. 1B, a non-limiting
example of training structured machine learning model 170a
is provided, where the structured machine learning model
170a is a conditional random field machine learning model.

Assume that classifier 160 is a binary classifier and that
any additional classifiers (e.g., to predict probability of
different semantic labels) are also binary classifiers. For
example, for a given segment (e.g., transient segment) each
of the classifiers estimates the probability of the segment
being a number, a product name, a date or other semantic
label. In other words, for each segment i for document (e.g.,
communication) X;, the probability

M

indicates the probability of the label y, as inferred from a
weak, low-accuracy classifier p,,. . being equal to the true
label y,”. Note that is not necessary that these probabilities
are properly normalized, as another form of normalization
will be given in equation (10) below. However, in many
implementations the probabilities should be bounded (e.g.,
from 0 to 1).

Equation (1) is converted into an actionable statistical
model by treating the problem as one of observing the
correct label (denoted as t=TRUE) with probability s, for
every position i, as specified by the classifier. In this case, the
probability of inferring the correct labels for x; is given by

T =D rpear Vi =" 1£,x;)

n 2
p(correct | x;, 6) = Z [Hmj}p(yl, R N TN )]

i=1
Yire¥n

where y,, . . ., y,Ix;,, 0) denotes a conditional random field
machine learning model that models a nontrivial joint prob-
ability over annotations. It can be assumed that the correct
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label distribution factorizes, hence the I, term to capture
the joint probability of the “inferred” labels (y,, . . ., y,)
being correct.

Using a conditional random field machine learning model
may enable exploitation of structural correlation between
adjacent labels. This may be achieved by expressing the
entire chain of labels as a conditional undirected graphical
model by multiplying adjacent clique potentials. In other
words, the conditional label distribution is given by an
exponential family model

POl 0)=exp({ ¢(x,0) -g(01x) 3)

where ¢(x,,y) is the feature function and the parameter 0 acts
as the coeflicients of the features. Here g(6lx)) is the so-
called conditional log-partition function ensuring that p(ylx;,
6) is properly normalized as a distribution over y. g(61x,) 1s
a convex function in 6 and computing g(6lx,) and its
derivatives can be accomplished by dynamic programming.
For this purpose the following equations may be exploited:

8(01x)) =log) | exp(($(xj, 1), 0)), “
y
98O x)= Y $lxj, VexpU(plx, ), 0) - g0 x,) 5)
y
= By pof ) [0 1 6

Since the sufficient statistics @ (x;, y) decomposes into
terms on maximal cliques ( . . . @y, X)), O,y X)), - - - ),
it is sufficient to have access to p(y,Ix;, 6) and p(y,,y..., 1%, 6)
if a chain conditional random field model is utilized. Both
terms can be efficiently computed using dynamic program-
ming for By,Ix, 6[O(y,, x,)] and By,y,, ) )Ix;, 6[QDy,, y,,1, X))]
respectively.

“Golden” human annotated labels for y* are not known.
Rather, annotated labels for y* are only obtained via &, as
determined by a classifier. Accordingly, instead of utilizing
the log-likelihood log p(yIx,0) from equation (3), the log %,
[IL; 7, p(y!xj, 6) from equation (2) may be utilized, which is
a nonconvex objective function. More specifically, in the
case of a conditional random field model the objective
decomposes via

o

logZ [1_[ n;j]p(y | x;, 0)

y

= logZ []_[ mj]exp(@(xj, ). 6) - g0 x)).
y

®

i

As can be seen, the first term is convex and the second is
concave. Hence, for the purposes of maximizing the log-
likelihood it can be upper-bounded by linearizing the first
term via a Taylor approximation. This yields

)

i

S Mepors
log y []__[ﬂj]p(ylxj 6)

i

=c+ <0, Bglogz [1_[ n;j]exp(@(xj, ¥, ) —g@]x))
y
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-continued
=c+(0. Y a0 ) - 501 .
¥

where the distribution q,(y) is given by

[]_[ 3 e ), 0) (10)

i

g:(y) = o H”g]ﬁ(y | %}, 0).

Z [nmj]exp(w(xj, ey i

Y

Comparing equation (9) with equation (3), the likelihood
calculation in (9) takes the weighted average of @(x;, y)
across the candidate labels y with respect to q,(y). In other
words, the conditional label estimates are reweighted
according to the outcomes of the low-accuracy annotators
and the current conditional random field model prediction
using the current weight 6. Subsequently terms are renor-
malized.

Optimization proceeds by alternating between minimiza-
tion of the upper bound of the log posterior over 0 using the
current estimate of label distribution q,(y) and by recom-
puting a new approximation q,(y) using the current estimate
of weights 0. Note that by construction the upper bound is
tight at the point of expansion. This follows directly from
Taylor expansions being exact at the point of expansion. To
train the conditional random field model in the M-step
(maximization step), a set of candidate labels are generated
for each sequence and each are weighted using q,(y), and
then use a standard convex solver to minimize (7). An L,
penalty may optionally be added on the weights 6 of the
conditional random field model for regularization. In some
implementations, an algorithm such as the following may be
utilized in the inference procedure.

Require: Document set {x,}
Require: Initial distributions q,(y), e.g. q,(y)=const.

Initialize conditional random field model parameters 6,
e.g. 0=0.

while not converged do

for each document x; do

E-step (Expectation Step): Update label distribution q; (y)
via equation (10

end for

M-Step (Maximization Step): Train conditional random
field model parameters 8 minimizing (7)

end while

return 0O

Although a particular example of training structured
machine learning model 170a is provided above, other
techniques may be utilized. For example, in some imple-
mentations where the structured machine learning model
170a is a conditional random field machine learning model,
a maximum likelihood estimation of the annotated labels for
y* obtained via m; may be used as an alternative to the
expectation maximization approach described above. Also,
for example, other structured machine learning models may
be utilized instead of a conditional random filed machine
learning model, such as one or more of those described
herein.

Operations performed by classifier 160 and/or training
engine 132 may be performed on individual computer
systems, distributed across multiple computer systems, or
any combination of the two. These one or more computer
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systems may be in communication with each other and other
computer systems over one or more networks (not depicted).

FIG. 2 depicts an example of how subsequent communi-
cations 200 may be analyzed after a plurality of templates
154a-n have been generated and a plurality of trained
structured machine learning models 170a-» have been gen-
erated for corresponding of the templates 154a-n and
assigned to corresponding of the templates 154a-n. Cluster
engine 124 may be configured to employ techniques similar
to those described above to determine which cluster struc-
tured communications 200 should be associated with. Based
on that decision, a data extraction engine 240 may apply the
extraction template (e.g., one of 154a-n) to the structured
communication to extract the appropriate data. For example,
data extraction engine 240 may utilize a particular template
154 to extract segments of text associated with non-confi-
dential transient segments from the communication 200.
Data extraction engine 240 may likewise ignore or discard
segments of text associated with confidential and/or fixed
segments.

Further, data extraction engine 240 may apply the struc-
tured machine learning model (e.g., one of 170a-r) assigned
to the extraction template (e.g., a corresponding one of
154a-n) to determine semantic label(s) for content extracted
from one or more of the transient segments. For example, the
data extraction engine 240 may apply a particular corre-
sponding model 170 to the communication 200 to deter-
mine, for each of one or more transient regions, a probability
that each of one or more semantic labels is the correct
semantic label for the transient region. The data extraction
engine 240 may assign the semantic label to content
extracted from the transient region when the probability
satisfies a threshold, such a fixed threshold and/or a thresh-
old relative to one or more probabilities (if any) determined
for other semantic labels by applying the particular model
170. In some implementations, one or more semantic labels
may be pre-assigned to certain transient segments in a
template as described herein. In some of those implemen-
tations, the data extraction engine 240 may assign semantic
labels to content extracted from those certain transient
segments without requiring application of the model 170 to
those certain transient segments (although the data extrac-
tion engine 240 may apply the model 170 to other transient
segments to assign semantic labels to those transient seg-
ments). In other implementations, all semantic labels that are
assigned to transient segments may be assigned based on
application of the model 170 to those transient regions.

FIG. 3A depicts an example communication that is an
email 300. FIG. 3B depicts content of the email 300 of FIG.
3A broken into transient and fixed segments 381-387
according to a template. With reference to FIGS. 3A and 3B,
examples are described of how various portions of the email
300 may be classified, e.g., by path classifier engine 126,
label engine 128, in accordance with various implementa-
tions. Email 300 may include various metadata, such as a
recipient email address, a sender email address, a date
received, and/or a subject.

Suppose email 300 is part of a corpus being used to
generate one or more templates. As noted above, various
metadata may be used to group email 300 into a cluster that
includes other similar emails. In some implementations, a
“sending entity” and/or a subject may be used to group email
into a cluster with other emails with a similarly-structured
subject and the same sending entity. A “sending entity” may
not be limited to a single email address, but instead may
refer generally to a source of communications (e.g., an
airline, a retailer) that may utilize more than one email
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address to transmit B2C communications. For example, an
airline may send itineraries from

29 <

“customer_service@airline.com,” “reminder@airline.com,”
“check-in@airline.com,” and so forth. In various embodi-
ments, various pattern recognition techniques such as regu-
lar expressions may be used to determine that a particular
sender email address (e.g., “utopia_A2(@utopiaair.com”) is
actually associated with a sending entity (e.g., Utopia Air-
ways in this hypothetical).

Once email 300 is grouped with other similar emails in a
cluster, a template may be generated for that cluster using
various combinations of the techniques described herein.
Transient content that is unlikely shared among more than a
few emails of the cluster may be identified, e.g., by path
classifier engine 126. For example, segments 382, 385, and
386 (FIG. 3B) may be considered transient because it is
unlikely that more than a small fraction of the emails in the
cluster will contain the exact same text associated with the
segments underlying these segments of text. By contrast,
segments 381, 383, 384, and 387 associated with underlying
segments of text that are likely boilerplate shared among
many or all emails of the cluster may be classified, e.g., by
path classifier engine 126, as fixed.

Various fonts and/or symbols may be interpreted, e.g., by
path classifier engine 126, as cues or hints as to whether a
particular segment of text is transient or fixed. For example,
presence of a semicolon, particularly if the next segment is
transient, may be highly indicative that the segment of text
is associated with a fixed segment. Other cues may include
but are not limited to font, location, definition, synonyms,
and so forth. In some embodiments, if fixed or transient text
of an email tends to have a particular font (e.g., bold,
italicized, etc.), then the fact that a yet-to-be classified
segment of text has the same font as fixed or transient text
may be probative of the segment underlying that segment of
text being fixed or transient, as the case may be.

As noted above, various signals may optionally be used,
such as content of a segment across multiple emails of a
cluster, e.g., by labeling engine 128, to associate one or more
semantic labels with one or more transient segments in the
template. For example, the segment underlying “$125.00”
may be classified as “price” based on, for example, inclusion
of “$”, inclusion of a numerical value (optionally with a «.”
that is followed by two numbers), and/or other signals.

FIG. 3C depicts a structured model 370 of the commu-
nication of FIG. 3A, with annotated semantic labels and
corresponding probabilities for each of the transient seg-
ments. The structured model 370 is depicted as a chain with
fixed segments indicated with circles and labeled with
“fixed.” Transient segments are indicated with unlabeled
circles. The structure of the structured model 370 is indi-
cated by lines extending between the nodes. The segments
and structure of the structured model 370 is based on the
template generated based on email 300 and/or other emails
of a cluster. FIG. 3C also includes content from the email
300 for each of the nodes of the structured model 370, with
content for each node depicted below the node and con-
nected to the node with a vertical line.

FIG. 3C also includes indications 391-393 of semantic
labels with probabilities for each of the transient segments.
Indication 393 indicates a semantic label of “price” and a
probability of “1.0” for the corresponding transient segment.
In some implementations, the semantic label and probability
may be determined by labeling engine 128 a described
above and stored for the template based on, for example,
regular expressions and/or heuristics. Indication 392 indi-
cates semantic labels of “product” and “other”/non-product
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and corresponding probabilities of “0.7” and “0.3” for the
corresponding transient segment. In some implementations,
the semantic labels and probabilities of indication 392 may
be determined based on providing features related to the
corresponding transient segment to a first binary classifier
trained to predict conditional probabilities of a segment
referencing a “product”, receiving the probability of “0.7” as
output of the classifier and deducing the probability of “0.3”
for other (i.e. “1.0-0.77).

Indication 391 indicates semantic labels of “tracking #”,
“order #”, and “phone #” and corresponding probabilities of
“0.77, “0.2”, and “0.1” for the corresponding transient
segment. In some implementations, the semantic labels and
probabilities of indication 392 may be determined based on
providing features related to the corresponding transient
segment to one or more additional classifiers. For example,
a single classifier may be trained to predict three probabili-
ties, with a first being a probability that a segment references
a “tracking #”, a second being that the segment references an
“order #”, and the third being that the segment references a
“phone #” As another example, three separate classifiers
may be used, each trained to predict a probability for a
respective of “tracking #”, “order #”, and “phone #”, and the
outputs from the three classifiers normalized to determine
the probabilities of “0.7”, “0.2”, and “0.1”.

Training engine 165 (FIG. 1B) may use one or more
features of structured model 370 in generating one or more
features for one or more training example for training the
structured model 370, such as the labels and probabilities
indicated by indications 391-393, locations of the transient
and/or fixed segments, etc. Moreover, as described herein,
training engine 165 may generate additional training
examples based on additional emails and utilize those addi-
tional training examples in training the structured model
370.

Referring now to FIG. 4, an example method 400 of
generating a template for a cluster of communications is
described. For convenience, the operations of the flow chart
are described with reference to a system that performs the
operations. This system may include various components of
various computer systems. Moreover, while operations of
method 400 are shown in a particular order, this is not meant
to be limiting. One or more operations may be reordered,
omitted or added.

At block 402, the system may group a corpus of commu-
nications into a plurality of clusters, e.g., based on one or
more pieces of metadata associated with each structured
communication. For instance, a sending entity in combina-
tion with one or more textual patterns in an email subject
may be used to select a cluster for an email. At block 404,
the system may identify, from structured communications in
a particular cluster, a set of segments (e.g., XPaths).

At block 406, the system may classify one or more
segments of the set identified at block 404 as fixed or
transient, e.g., depending on whether segments of text
associated with each segment satisfies one or more thresh-
olds or other criteria. At block 408, the system may option-
ally assign a respective semantic label to each of one or more
segments classified as transient at block 406, e.g., based on
various signals as described herein. At block 410, the system
may optionally classity (or reclassify) one or more transient
segments as confidential based on various signals.

At block 412, the system may generate a template for the
cluster. As noted herein, the data extraction template may be
usable for various purposes.

Referring now to FIG. 5, an example method 500 of
training a structured machine learning model for a template
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is described. For convenience, the operations of the flow
chart are described with reference to a system that performs
the operations. This system may include various compo-
nents of various computer systems. Moreover, while opera-
tions of method 500 are shown in a particular order, this is
not meant to be limiting. One or more operations may be
reordered, omitted or added.

At block 502, the system identifies a training set of
communications that match a template. For example, certain
metadata (e.g., subject, sender) associated with communi-
cations of a cluster utilized to generate a template may be
assigned to the template, and the one or more of the
communications of the training set may be determined to
match the template based on also having that metadata. Soft
matching and/or exact matching may be utilized. As one
example, an email may be determined to match a template
based on it having a sender that matches the sender of other
emails of a cluster utilized to generate the template. In some
implementations, one or more of the communications of the
training set may include those utilized to generate the
template.

At block 504, for each communication of the training set,
the system annotates each of one or more transient segments
with at least one corresponding semantic label. For example,
the system may annotate one or more transient segments of
a communication based on output provided by a classifier in
response to providing the classifier with one or more prop-
erties related to the transient segments. Also, for example,
the system may annotate one or more transient segments of
a communication based on them being defined in the tem-
plate of block 502 as semantic labels for transient segments
of all communications that conform to the template.

At block 506, the system generates training examples that
each define a plurality of features for a corresponding one of
the communications of the training set. Each of the training
examples defines a plurality of features, at least some of
which are based on a respective of the communications.
Various features may be utilized, such as annotated semantic
labels for one or more transient segments, a “fixed” label for
one or more fixed segments, one or more terms of fixed
segments, one or more terms of transient segments, locations
(i.e., the order) of transient and/or fixed segments, etc.

At block 508, the system trains a structured machine
learning model for the template using the training examples
of block 506.

Referring now to FIG. 6, an example method 600 of
extracting content from a transient segment of a communi-
cation and assigning a semantic label to the extracted
content based on a trained structured machine learning
model assigned to the template is described. For conve-
nience, the operations of the flow chart are described with
reference to a system that performs the operations. This
system may include various components of various com-
puter systems. Moreover, while operations of method 600
are shown in a particular order, this is not meant to be
limiting. One or more operations may be reordered, omitted
or added.

At block 602, the system selects a template for a com-
munication based on metadata of the communication. For
example, certain metadata (e.g., subject, sender) associated
with communications of a cluster utilized to generate a
template may be assigned to the template, and the commu-
nication may be determined to match the template based on
also having that metadata. Soft matching and/or exact
matching may be utilized. As one example, an email may be
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determined to match a template based on it having a sender
that matches the sender of other emails of a cluster utilized
to generate the template.

At block 604, the system identifies a trained structured
machine learning model assigned to the matched template.
For example, the trained structure machine learning model
may be one generated for the template based on the method
500.

At block 606, the system identifies a transient region in
the communication and extracts content from the transient
region. In some implementations, the system may identify
the transient region based on a location of the transient
region defined in the template selected in block 602. In some
implementations, the system may identify the transient
region based on the trained structured machine learning
model of block 604.

At block 608, the system applies the trained structured
machine learning model to the communication to determine
a semantic label is the correct label for the extracted content.
For example, the system may apply the model to the
transient region to determine a probability the semantic label
is the correct semantic label for the transient region in view
of parameters for the model and one or more properties of
the communication. The system may determine the label is
the correct label when the probability satisfies a threshold,
such a fixed threshold and/or a threshold relative to one or
more probabilities (if any) determined for other semantic
labels by applying the model.

At block 610, the system assigns the semantic label to the
extracted content. The system may provide the extracted
content and the assigned semantic label for one or more
purposes. For example, the system may provide, to a com-
puting device of a recipient of the email (and independent of
providing the email): the extracted content along with some
kind of indication of the assigned semantic label. The
indication may be, for example, text corresponding to the
assigned semantic label and/or formatting applied to the
extracted content, such as where (position) and/or how (e.g.,
font, size, color) the product is displayed. As one example,
the extracted content may be provided to a personal assistant
application of the computing device of the user and pre-
sented to the user via the personal assistant application. As
another example, the extracted content maybe provided via
a browser application, a calendar application, and/or other
application.

FIG. 7 is a block diagram of an example computer system
710. Computer system 710 typically includes at least one
processor 714 which communicates with a number of
peripheral devices via bus subsystem 712. These peripheral
devices may include a storage subsystem 724, including, for
example, a memory subsystem 725 and a file storage sub-
system 726, user interface output devices 720, user interface
input devices 722, and a network interface subsystem 716.
The input and output devices allow user interaction with
computer system 710. Network interface subsystem 716
provides an interface to outside networks and is coupled to
corresponding interface devices in other computer systems.

User interface input devices 722 may include a keyboard,
pointing devices such as a mouse, trackball, touchpad, or
graphics tablet, a scanner, a touchscreen incorporated into
the display, audio input devices such as voice recognition
systems, microphones, and/or other types of input devices.
In general, use of the term “input device” is intended to
include all possible types of devices and ways to input
information into computer system 710 or onto a communi-
cation network.
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User interface output devices 720 may include a display
subsystem, a printer, a fax machine, or non-visual displays
such as audio output devices. The display subsystem may
include a cathode ray tube (CRT), a flat-panel device such as
a liquid crystal display (LCD), a projection device, or some
other mechanism for creating a visible image. The display
subsystem may also provide non-visual display such as via
audio output devices. In general, use of the term “output
device” is intended to include all possible types of devices
and ways to output information from computer system 710
to the user or to another machine or computer system.

Storage subsystem 724 stores programming and data
constructs that provide the functionality of some or all of the
modules described herein. For example, the storage subsys-
tem 724 may include the logic to perform selected aspects of
method 400, 500, and/or 600, and/or to implement one or
more of cluster engine 124, path classifier engine 126,
labeling engine 128, template generation engine 132, clas-
sifier 160, training engine 165, and/or data extraction engine
240.

These software modules are generally executed by pro-
cessor 714 alone or in combination with other processors.
Memory 725 used in the storage subsystem 724 can include
a number of memories including a main random access
memory (RAM) 730 for storage of instructions and data
during program execution and a read only memory (ROM)
732 in which fixed instructions are stored. A file storage
subsystem 726 can provide persistent storage for program
and data files, and may include a hard disk drive, a floppy
disk drive along with associated removable media, a CD-
ROM drive, an optical drive, or removable media cartridges.
The modules implementing the functionality of certain
implementations may be stored by file storage subsystem
726 in the storage subsystem 724, or in other machines
accessible by the processor(s) 714.

Bus subsystem 712 provides a mechanism for letting the
various components and subsystems of computer system
710 communicate with each other as intended. Although bus
subsystem 712 is shown schematically as a single bus,
alternative implementations of the bus subsystem may use
multiple busses.

Computer system 710 can be of varying types including
a workstation, server, computing cluster, blade server, server
farm, or any other data processing system or computing
device. Due to the ever-changing nature of computers and
networks, the description of computer system 710 depicted
in FIG. 7 is intended only as a specific example for purposes
of illustrating some implementations. Many other configu-
rations of computer system 710 are possible having more or
fewer components than the computer system depicted in
FIG. 7.

In situations in which the systems described herein collect
personal information about users, or may make use of
personal information, the users may be provided with an
opportunity to control whether programs or features collect
user information (e.g., information about a user’s social
network, social actions or activities, profession, a user’s
preferences, or a user’s current geographic location), or to
control whether and/or how to receive content from the
content server that may be more relevant to the user. Also,
certain data may be treated in one or more ways before it is
stored or used, so that personal identifiable information is
removed. For example, a user’s identity may be treated so
that no personal identifiable information can be determined
for the user, or a user’s geographic location may be gener-
alized where geographic location information is obtained
(such as to a city, ZIP code, or state level), so that a particular
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geographic location of a user cannot be determined. Thus,
the user may have control over how information is collected
about the user and/or used.

While several implementations have been described and
illustrated herein, a variety of other means and/or structures
for performing the function and/or obtaining the results
and/or one or more of the advantages described herein may
be utilized, and each of such variations and/or modifications
is deemed to be within the scope of the implementations
described herein. More generally, all parameters, dimen-
sions, materials, and configurations described herein are
meant to be exemplary and that the actual parameters,
dimensions, materials, and/or configurations will depend
upon the specific application or applications for which the
teachings is/are used. Those skilled in the art will recognize,
or be able to ascertain using no more than routine experi-
mentation, many equivalents to the specific implementations
described herein. It is, therefore, to be understood that the
foregoing implementations are presented by way of example
only and that, within the scope of the appended claims and
equivalents thereto, implementations may be practiced oth-
erwise than as specifically described and claimed. Imple-
mentations of the present disclosure are directed to each
individual feature, system, article, material, kit, and/or
method described herein. In addition, any combination of
two or more such features, systems, articles, materials, kits,
and/or methods, if such features, systems, articles, materials,
kits, and/or methods are not mutually inconsistent, is
included within the scope of the present disclosure.

What is claimed is:

1. A computer-implemented method, comprising:

grouping a corpus of electronic communications into a
plurality of clusters based on metadata associated with
each communication;

identifying, from communications of a particular cluster,
a set of segments;

classifying a plurality of the segments of the set of
segments as transient segments, wherein classifying a
given segment of the segments as a transient segment
is based on determining variability of content of the
given segment across the particular cluster satisfies one
or more criteria, and wherein the classifying is per-
formed without human access to content of the com-
munications;

classifying a plurality of the segments of the set of
segments as fixed segments based on variability of
content of the fixed segments across the particular
cluster;

generating a template for the cluster, the template defining
an order of the transient segments, wherein the order of
the transient segments is based on the particular cluster;

for each communication of a training set of the commu-
nications of the particular cluster, annotating each of
one or more of the transient segments with at least one
corresponding semantic label, the annotating per-
formed without human access to the content of the
communications;

generating training examples that each define a plurality
of features for a corresponding one of the communi-
cations of the training set, the features including at least
the annotated semantic labels for the transient segments
and the order for the transient segments; and

training a structured machine learning model for the
template using the training examples, the trained struc-
tured machine learning model defining parameters for
determining, for one or more of the transient segments,
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a corresponding probability that a given semantic label
of the semantic labels is a correct label.

2. The computer-implemented method of claim 1, further
comprising:

identifying an additional communication as matching the

template;

selecting the trained structured machine learning model

for the additional communication based on it being
assigned to the template; and

applying the assigned trained structured machine learning

model to the additional communication to determine
the probability that the given semantic label is a correct
label for content of one of the transient segments in the
additional communication.

3. The computer-implemented method of claim 1,
wherein the semantic label annotated for at least one tran-
sient segment of the transient segments is the given semantic
label and further comprising, for each of the communica-
tions of the training set:

annotating the transient segment with a first probability

that the given semantic label is correct for the transient
segment for the communication, and

annotating the transient segment with a second probability

that the given semantic label is incorrect for the tran-
sient segment for the communication;

wherein the features of the training examples further

include weights for each of the training examples
determined based on a corresponding one of the first
and second probabilities.

4. The computer-implemented method of claim 3,
wherein the trained structured machine learning model is a
conditional random field machine learning model that is
trained based on an expectation maximization algorithm.

5. The computer-implemented method of claim 1, further
comprising:

providing, as input to a classifier, one or more properties

of content of the given transient segment in the com-
munication; and

receiving, as output from the classifier, a probability that

the corresponding semantic label is correct for the
given transient segment for the communication.

6. The computer-implemented method of claim 5, further
comprising:

annotating, for the communication, the given transient

segment with the probability of the corresponding
semantic label.

7. The computer-implemented method of claim 6,
wherein the features for a training example for the commu-
nication include a weight of the training example that is
determined based on the probability.

8. The computer-implemented method of claim 7,
wherein the trained structured machine learning model is a
conditional random field machine learning model.

9. The computer-implemented method of claim 5, further
comprising:

annotating the given transient segment with the corre-

sponding semantic label for the communication only
when the probability satisfies a threshold.

10. The computer-implemented method of claim 6,
wherein annotating an additional transient segment of the
transient segments with at least one corresponding semantic
label for the communication of the training set comprises:

determining the corresponding semantic label for the

additional transient segment based on a regular expres-
sion or heuristics.
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11. The computer-implemented method of claim 10,
wherein the corresponding semantic label for the additional
transient segment is indicative of price, order number, or
tracking number.

12. The computer-implemented method of claim 11,
wherein the corresponding semantic label for the given
transient segment is indicative of a product name.

13. The computer-implemented method of claim 1,
wherein the features of the training examples further include
features of the fixed segments and an order of the fixed
segments relative to one another and relative to the transient
segments.

14. The computer-implemented method of claim 1, fur-
ther comprising:

applying the trained structured machine learning model to

determine a probability for a given semantic label for a
given transient segment; and

assigning the given semantic label to the given transient

segment in the template based on the probability sat-
isfying a threshold.

15. A computer-implemented method, comprising:

grouping a corpus of electronic communications into a

plurality of clusters based on metadata associated with
each communication;
identifying, from communications of a particular cluster,
a set of segments;

classifying a plurality of the segments of the set of
segments as transient segments, wherein classifying a
given segment of the segments as a transient segment
is based on determining variability of content of the
given segment across the particular cluster satisfies one
or more criteria, and wherein the classifying is per-
formed without human access to content of the com-
munications;

generating a template for the cluster, the template defining

an order of the transient segments, wherein the order of

the transient segments is based on the particular cluster;

for each communication of a training set of the commu-

nications of the particular cluster:

annotating each of one or more of the transient seg-
ments with at least one corresponding semantic
label, wherein the annotating is performed without
human access to the content of the communications,
and wherein the semantic label annotated for at least
one transient segment of the transient segments is a
given semantic label,

annotating the at least one transient segment with a first
probability that the given semantic label is correct
for the at least one transient segment for the com-
munication, and

annotating the at least one transient segment with a
second probability that the given semantic label is
incorrect for the at least one transient segment for the
communication;

generating training examples that each define a plurality

of features for a corresponding one of the communi-
cations of the training set, the features including at least
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the annotated semantic labels for the transient seg-
ments, the order for the transient segments, and weights
for each of the training examples determined based on
a corresponding one of the first and second probabili-
ties; and
training a structured machine learning model for the
template using the training examples, the trained struc-
tured machine learning model defining parameters for
determining, for one or more of the transient segments,
a corresponding probability that the given semantic
label of the semantic labels is a correct label.
16. A computer-implemented method, comprising:
grouping a corpus of electronic communications into a
plurality of clusters based on metadata associated with
each communication;
identifying, from communications of a particular cluster,
a set of segments;
classifying a plurality of the segments of the set of
segments as transient segments, wherein classifying a
given segment of the segments as a transient segment
is based on determining variability of content of the
given segment across the particular cluster satisfies one
or more criteria, wherein the classifying is performed
without human access to content of the communica-
tions, and wherein the classifying comprises:
determining a count of occurrences of the given seg-
ment across the particular cluster,
determining the count of occurrences of the given
segment across the particular cluster fails to satisfy a
frequency threshold; and
determining, based on the count of occurrences of the
given segment across the particular cluster failing to
satisfy the frequency threshold, the variability of the
content of the given segment across the particular
cluster satisfies one or more of the criteria;
generating a template for the cluster, the template defining
an order of the transient segments, wherein the order of
the transient segments is based on the particular cluster;
for each communication of a training set of the commu-
nications of the particular cluster, annotating each of
one or more of the transient segments with at least one
corresponding semantic label, the annotating per-
formed without human access to the content of the
communications;
generating training examples that each define a plurality
of features for a corresponding one of the communi-
cations of the training set, the features including at least
the annotated semantic labels for the transient segments
and the order for the transient segments; and
training a structured machine learning model for the
template using the training examples, the trained struc-
tured machine learning model defining parameters for
determining, for one or more of the transient segments,
a corresponding probability that a given semantic label
of the semantic labels is a correct label.
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