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ABSTRACT
The content on the web is in a constant state of flux. New entities,
issues, and ideas continuously emerge, while the semantics of the
existing conversation topics gradually shift. In recent years, pre-
trained language models like BERT greatly improved the state-
of-the-art for a large spectrum of content understanding tasks.
Therefore, in this paper, we aim to study how these languagemodels
can be adapted to better handle continuously evolving web content.

In our study, we first analyze the evolution of 2013 – 2019 Twitter
data, and unequivocally confirm that a BERT model trained on past
tweets would heavily deteriorate when directly applied to data from
later years. Then, we investigate two possible sources of the deteri-
oration: the semantic shift of existing tokens and the sub-optimal
or failed understanding of new tokens. To this end, we both explore
two different vocabulary composition methods, as well as propose
three sampling methods which help in efficient incremental train-
ing for BERT-like models. Compared to a new model trained from
scratch offline, our incremental training (a) reduces the training
costs, (b) achieves better performance on evolving content, and (c)
is suitable for online deployment. The superiority of our methods
is validated using two downstream tasks. We demonstrate signifi-
cant improvements when incrementally evolving the model from a
particular base year, on the task of Country Hashtag Prediction, as
well as on the OffensEval 2019 task.
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1 INTRODUCTION
Our world is changing, and so are our languages [1, 21]. New en-
tities, issues, and words are emerging rapidly. This is reflected in
periodic entry additions to online dictionaries. For instance, during
the Covid-19 pandemic, new words like “Covid” and “Zoom” have
been added to the Oxford English Dictionary (OED)1. In addition,
the usage and context of the existing words is constantly evolving
to better describe our times and customs. For instance, “flattening
the curve”, which was previously an esoteric scientific term, re-
cently became a commonplace phrase with its own sub-entry in
the OED. This continuous language evolution is even more evident
on the web and in social media content.

Prior works show that new words and semantic evolution pose a
crucial challenge in many NLP tasks, leading to a significant perfor-
mance drop for word embedding based models (eg, word2vec [30])
[24, 32]. In recent years, pre-trained transformer based language
models like BERT [11] greatly improved the state-of-the-art for a
large spectrum of NLP tasks, but the study of their capability to
handle dynamic content has been limited. One relevant study by
Lazaridou et al. [25] shows that Transformer-XL [10], a left-to-right
language model trained on current data, still performs poorly on
future instances for news and scientific articles. A natural question
is, can a bidirectional language model like BERT be successfully
adapted to continuously evolving content?

To answer this question, we first analyze the evolution of 2013 –
2019 Twitter data, and unequivocally confirm that a BERT model
trained on past tweets would heavily deteriorate when directly
applied to data from later years. We further investigate the two
possible causes for deterioration, namely, new tokens and semantic
shift of existing tokens. We show (see Figure 2) that there is a huge
vocabulary shift over the years, eg, the most frequent words for
2014 and 2019 change by 18.31% and 37.49%, respectively, compared
to 2013, and the most frequent wordpieces [46] (subwords used by
BERT) shift by roughly the same extent (see Figure 3). Given this
churn, wordpiece representations are likely to be sub-optimal with
new data, leading to a decrease in the effectiveness of the learned
representations.

Therefore, we propose to dynamically update the wordpiece vo-
cabulary, by adding emerging wordpieces and removing stale ones,
aiming at keeping the vocabulary up-to-date, while maintaining its
constant size for ensuring efficient model parameterization. In ad-
dition, we examine two different vocabulary composition methods
for Twitter hashtags: (a) feeding each hashtag after stripping “#” to
the WordPiece tokenizer and (b) retaining whole popular hashtags
as tokens in the wordpiece vocabulary, as they may capture some
of the current zeitgeist semantics. We notice that keeping popular

1https://public.oed.com/updates/new-words-list-july-2020/
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Figure 1: Overview of System Architecture for Incremental Training of a Production Model.

whole hashtags in the vocabulary could bring over 25% gain across
di�erent metrics for hashtag sensitive tasks.

To examine the semantic shift, we select a few country hashtags
as a case study. By comparing their top co-occurring hashtags and
words, we show that the semantics of the country hashtags shift
over the years. We, thus, propose to incrementally pre-train BERT
with new data as it appears, so that the model can adapt to the
language evolution. However, simply using all new data can be
very costly, as training BERT is computationally expensive [38]. To
reduce the amount of the required training data, we propose three
e�ective sampling approaches to iteratively mine representative
examples that contain new tokens, or tokens which potentially
exhibit large semantic shifts, for incremental learning.

Our incremental learning reduces the training cost by 76.9%
compared to training an entirely new model, while also achieving
better prevention of model deterioration as new content emerges.
We evaluate the model performance on two downstream tasks on a
large Twitter dataset � Country Hashtag Prediction and o�ensive
tweet prediction (O�ensEval 2019 task [48]). We demonstrate sig-
ni�cant improvements for our incremental training methods which
use e�ective sampling over baselines in these evaluations.

To deploy our model in production, we �rst generate model vo-
cabulary using a particular year's data, pre-train the model, and
�ne-tune it using task data. Figure 1 gives an overview of our pro-
posed architecture. We continuously monitor the MLM loss on
real-time data stream and on detecting performance deterioration
for the current model, we draw hard examples from a weighted data
store using an e�ective sampling strategy described in Section 4.3.
We update the model vocabulary and incrementally train the model
using the hard examples. The model is further �ne-tuned and de-
ployed. In this way, the entire life-cycle of dynamic model updates

(vocabulary update, pre-training, and �ne-tuning) can occur while
continuously serving live tra�c.

To summarize, the main contributions of this work are as follows:

� To the best of our knowledge, we are the �rst to study dy-
namic BERT modeling for continuously evolving content.

� We propose a simple yet e�ective method to dynamically
update BERT model vocabulary.

� We observe that keeping popular whole hashtags in model
vocabulary can bene�t certain tasks and validate our dy-
namic BERT modeling technique based on two di�erent
model vocabulary compositions.

� We propose three di�erent sampling methods for more ef-
�cient incremental BERT training based on hard example
mining.

� One of our proposed methods can also be used to determine
when incremental training should be triggered in real-world
applications.

2 RELATED WORK
As language evolves, new words are emerging and the semantics of
existing words are drifting [1, 21]. In this section, we �rst discuss
how the prior work addresses these two challenges in language
modeling, and then summarize the existing work on incremental
learning (which is applied in our work in the context of dynamic
language modeling).

2.1 Handling New Words
New words that are out of vocabulary (OOV) pose great challenges
to many NLP tasks [32]. The model performance could be signif-
icantly hurt by a high OOV rate, especially for morphologically



rich languages and domains with dynamic vocabularies (eg, so-
cial media) [20]. Simply designing a language model with overly
large vocabularies cannot completely resolve the OOV issue, as
new words are always emerging, while also being parametrically
expensive [29, 37].

In language modeling, several approaches have been proposed
to address this issue. As the embeddings of new words do not exist
in the training data, one line of work replaces all new words by a
special token (eg, "UNK") with shared embeddings [16] or assigns
unique random embeddings to each new word [12]. In a separate
line of studies, researchers break-down a word to more �ne-grained
units, including characters [2, 20, 28, 32, 49], character-based n-
grams [7, 41, 45], and subwords (eg, wordpiece [46] and byte-pair-
encodings [22, 37]). This could reduce OOV rate since these �ne-
grained units are less likely to be unseen at the training stage. From
modeling aspect, these prior works leverage the morphological
structure for learning embeddings, and often adopt a pooling layer
(eg, CNN, LSTM) to combine the embeddings of �ne-grained units
to construct the word embeddings. One limitation of this direction
is that some words can not be inferred from their subunits (eg, a
person's name or a Twitter hashtag).

The third line of research attempts to explicitly generate OOV
word embeddings �on the �y� from context such as the de�nitions
of the OOV word in a dictionary [3] and example sentences that
contain the OOV word [15, 17, 19, 26]. Most works adopt a sim-
ple pooling approach,eg, summation [15], mean pooling [3, 19]
to aggregate the embeddings of the contextual words as the OOV
word embeddings, while Hu et al. [17] propose an attention-based
hierarchical context encoder to encode and aggregate both context
and subword information. In a multilingual setting, Wang et al. [44]
adopt joint and mixture mapping methods from pre-trained embed-
dings of low resource languages to that of English at subword level
to address this.

In our work, we adopt the Transformer-based language model
BERT [11], which uses wordpieces as the basic units. Though the
prior work shows that subword representation is a useful strategy
for dealing with new words, we show that there is still a signi�cant
model downgrade for ever evolving content like Twitter. We, thus,
propose to dynamically update the vocabularies by swapping the
stale tokens with the popular emerging ones.

2.2 Semantic Shift over Time
The semantics of existing words keep evolving. Kutuzov et al. [24]
conduct a comprehensive review on this topic, and we only brie�y
discuss the most relevant works here. As case studies, early works
choose a few words to discuss their semantic drifts over widely
di�erent time periods [6, 42, 43]. The more recent works aim to
automatically detect word semantic changes where the semantics
of words are in distributional representation (eg, word-context
matrix) [9, 13, 36] or, recently more popular, distributed representa-
tion (ie, word embeddings) [14]. These works usually train di�erent
word representation models with documents from di�erent time
slices, and then compare the word semantic representations over
time using cosine distance to quantify the semantic change.

As each word embedding model is trained separately, the learned
embeddings across time may not be placed in the same latent
space [24]. Several approaches have been proposed to resolve this

alignment issue as a second step [14, 23, 50]. For instance, Kulkarni
et al. [23] use a linear transformation that preserves general vector
space structure to align learned embeddings across time-periods
and Hamilton et al. [14] use orthogonal Procrustes to perform em-
bedding alignments while preserving cosine similarities.

Other works attempt to simultaneously learn time-aware em-
beddings over all time periods and resolve the alignment prob-
lem [4, 35, 47]. Yao et al. [47] propose to enforce alignment through
regularization, Bamler et al. [4] develop a dynamic skip-gram model
that combines a Bayesian version of the skip-gram model [5] with a
latent time series, and Rudolph et al. [34] propose dynamic embed-
dings built on exponential family embeddings to capture sequential
changes in the representation of the data.

Though there are plenty of prior works, most of them are based
on non-contextualized embeddings and limited work has been done
for Transformer-based language models. The most relevant work is
by [25] who demonstrate that Transformer-XL [10] (a left-to-right
autoregressive language model) handles semantic shifts poorly
in news and scienti�c domains, and highlight the importance of
adapting language models to continuous stream of new information.
In this work, we aim to bridge this gap and propose to detect and
adapt to semantic drift using BERT in a training framework based
on the incremental learning research.

2.3 Incremental Learning
Incremental learning is a family of machine learning methods that
use continuous input data (eg, data streams) to expand the capabil-
ity of an existing model, such as gradually increasing the number of
classes for a classi�er. One challenge that incremental learning faces
is catastrophic forgetting, namely a dramatic performance decrease
on the old classes when training data with new classes is being
added incrementally [8]. This is even more evident for the deep
learning models [33, 39]. Training a model from scratch with both
old and new data seems to remedy this issue but is expensive in
terms of computational resources as well as carbon emissions [40].
To mitigate this, one line of work proposes to select a representa-
tive memory from the old data and then, incrementally train the
model with both memory and the new data [8]. Other works utilize
distillation loss [18] aiming at retaining the knowledge from old
classes, and combining this with the standard cross-entropy loss to
learn to classify the classes [8, 27].

In our work, we adopt an incremental learning framework to
build the dynamic BERT model based on continuously evolving
content where the emerging vocabulary entries can be considered
as new classes. Di�erent from typical incremental learning, the
semantics of existing words (ie, old classes) may also change over
time. As such, we propose to intentionally update/forget the infor-
mation of old classes that have an obvious semantic drift. This work
is also di�erent from the BERTweet model described in [31] which
is pre-trained with data over several years (2012 � 2019), whereas
our models are incrementally trained to keep their performance on
evolving content, from base models pre-trained with a particular
year's data.

3 DYNAMIC LANGUAGE MODELING
Our language is continuously evolving, especially for the content
on the web. Can a language model like BERT that is pre-trained
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